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Abstract

MAGNETIZATION transfer (MT) imaging is a relatively new magnetic resonance

imaging (MRI) technique that generates contrast dependent upon the phe-

nomenon of magnetization exchange between semi-solid macromolecular protons and wa-

ter protons. This technique has the ability to indirectly image semi-solids, such as protein

matrices and cell membranes, whose magnetization dies away too quickly to be imaged

directly. Preliminary in vitro and in vivo results suggest that MT quantification may allow

improved characterization of the pathologically heterogeneous lesions of multiple sclero-

sis (MS) by providing a measure of demyelination. However, MT imaging, as currently

applied, is only a semi-quantitative technique that reflects a complex combination of tissue

and experimental parameters in addition to MT.

In this thesis a novel quantitative imaging technique is described that yields all of the

observable properties of the binary spin bath model for MT. Based on a new model of

the steady-state behavior of the magnetization during a pulsed MT-weighted imaging se-

quence, as well as new methodological developments in MRI relaxometry, this approach

yields parametric images of the fractional size of the restricted pool, the magnetization ex-

change rate, the T2 of the restricted pool and the relaxation times in the free pool. Validated

experimentally on agar gels and samples of uncooked beef, the method is demonstrated in

studies of two normal subjects and a patient with multiple sclerosis.
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Résumé

LE TRANSFERT de magnétisation (le TM) est une nouvelle technique en imagerie

par résonance magnétique (l’IRM) où le contraste dépend de l’échange de mag-

nétisation entre les protons des macromolécules semi-solides et les protons de l’eau.

Puisque la magnétisation des semi-solides, tel les matrices de protéines et les membranes

cellulaires, s’atténue trop rapidement, la formation d’images doit se faire indirectement.

Les résultats préliminaires in vitro et in vivo suggèrent que la quantification du TM permet

une meilleure caractérisation des lésions hétérogènes de la Sclérose en Plaques puisqu’elle

peut quantifier la sévérité de la démyélinisation . Cependant, la méthode de TM utilisée

présentement en imagerie clinique demeure semi-quantitative et dépend, en plus du TM,

de plusieurs facteurs expérimentaux et tissulaires.

Cette thèse décrit une nouvelle technique d’imagerie quantitative qui permet une mesure

de toutes les propriétés observables du modèle binaire de TM spin bath. Basée sur un nou-

veau modèle de la magnétisation l’état d’équilibre pendant une séquence pulsée d’imagerie

pondérée en TM , ainsi que sur certains nouveaux développements méthodologiques en re-

laxométrie de l’IRM, cette technique génère des images paramétriques de la concentration

relative des spins restreints, du taux d’échange de magnétisation, du T2 des spins restreint,

et des temps de relaxation des spins libres. La méthode est validée expérimentalement avec

des gels d’agar et des échantillons de boeuf cru. Elle est aussi appliquée sur deux sujets

normaux ainsi que sur un patient souffrant de Sclérose en Plaques.
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Chapter 1

Introduction

MAGNETIZATION transfer (MT) imaging is a relatively new MRI technique that

generates contrast dependent upon the phenomenon of magnetization exchange

between semi-solid macromolecular protons and water protons. This technique has the a-

bility to indirectly image semi-solids, such as protein matrices and cell membranes, whose

signal decays too rapidly to be imaged directly. Preliminary in vitro and in vivo results sug-

gest that MT quantification may allow characterization of the pathologically heterogeneous

lesions of multiple sclerosis (MS) by providing a measure of demyelination. However, MT

imaging, as currently applied, is only a semi-quantitative technique that reflects a complex

combination of tissue and experimental parameters in addition to MT.

This thesis addresses the problem of measuring, in vivo, parametric images of the

exchange rates, relaxation properties, and concentrations that characterize the MT phe-

nomenon. To this end, a new approach is described for modeling imaging experiments that

employ pulsed off-resonance irradiation to achieve MT contrast. Integral to this approach

are a number of approximations that allow the derivation of a closed form solution for the

signal from MT-weighted imaging pulse sequences in which the magnetization is in steady

state. The speed with which the signal equation can be computed makes it feasible to esti-
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mate the parameters that characterize the MT phenomenon by fitting the signal equation to

each voxel in a set of MT weighted measurements.

While the development of the signal equation gives a theoretical basis for quantitative

MT imaging, accounting for experimental factors and the relaxation mechanisms not as-

sociated with MT is essential to the accuracy and reproducibility of these measurements.

Given the reliance of MT experiments on saturation from relatively intense radio-frequency

(RF) irradiation, the main experimental factor to consider is the spatial variation in the RF

field strength. The symmetries inherent in these variations and their implications for imag-

ing are elucidated by an analysis from first principle of the interaction between the RF

excitation field and the subject. On the basis of this work it is made clear that the most

direct and practical means of compensating quantitative measurements for these RF field

variations is to measure the fields directly on a subject-by-subject basis.

Besides the need for MT-weighted measurements, a complete characterization of the

MT phenomenon requires measurement of the T1 and T2 relaxation times of the water pro-

tons. The approach of using in vivo field measurements to account for spatial variations in

the excitation field is adapted to T2 and T1 relaxometry through the use of angular momen-

tum theory. This novel approach is of particular relevance for T2 studies with many closely

spaced echoes that are needed to produce T2 spectra.

Drawing together these developments, specifically in modeling the phenomenon, ef-

ficient parameter estimation, compensation of image artifacts, and relaxometry, the final

chapters of the thesis describe a complete protocol for in vivo quantitative imaging of the

parameters that characterize MT. These intrinsic parameters have a physical interpretation

that can be used to study structural changes in by both normal and pathological tissue. The

application of this approach is demonstrated by in vivo studies of the head in normal sub-

jects and an MS patient. By distinguishing changes in the properties of the semi-solid pool
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of protons from those of the surrounding water, the ambiguity that hampers the interpreta-

tion of current clinical MT imaging techniques is eliminated.
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Chapter 2

A review of magnetization transfer

MAGNETIZATION transfer is a phenomenon observed using magnetic resonance in

which spins in two or more distinct magnetic environments exchange magne-

tization either by through-space cross-relaxation or chemical exchange. Among the many

applications of this phenomenon in nuclear magnetic resonance (NMR), the one of inter-

est for in vivo human imaging is that in which the 1H atoms bound to free moving water

molecules, which provide the signal normally observed in MRI, exchange magnetization

with 1H atoms bound to molecules with comparatively restricted motion. Without the bene-

fit of rapid tumbling these slower moving spins exist in a relatively stable but heterogeneous

magnetic environment which causes them to lose coherence on a time scale orders of mag-

nitude too short (T2 < 100µs) to allow imaging with current MRI technology. However,

by taking advantage of magnetization exchange [41, 84] between the free and restricted

environments, one can indirectly determine the properties of the 1H atoms in the restricted

environment and by extension the molecules to which they are bound.

Initial biological experiments based on magnetization transfer (MT) [35, 36, 43, 44, 74]

described the phenomenon in terms of an exchange of spins between bulk water and water

molecules on the surface of macromolecules, the so-called hydration layer. These spin-
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s in the hydration layer in turn exchange with 1H atoms at the periphery of the macro-

molecules and then diffuse through the bulk macromolecular protons. Interpreting the MR

behaviour of such a system is a general case of a solid-liquid mixture with overlapping

resonances [140]. A useful simplification of the problem is to model the system as having

two pools of 1H atoms, having either relatively free (1Hf) or relatively restricted (1Hr) mo-

tion. McConnell proposed such a model as a modification to the Bloch equations which

accounts for exchange of a single chemical species between two magnetic environments.

These equations, expressing exchange in terms of first order rate constants, are equiva-

lent [65] to those derived by Solomon [141] for the through-space cross-relaxation of t-

wo non-equivalent spins. Known collectively as the binary spin bath model, this system

exhibits dual-exponential recovery of longitudinal magnetization (T1 recovery) and mono-

exponential decay of transverse magnetization (T2 decay).

Characterizing the binary spin bath model by these decay rates yields little insight s-

ince the observed T2 is that of the free pool and the longitudinal recovery rates reflect a

combination of the underlying relaxation properties, exchange rate, and pool sizes. Teas-

ing out the individual model parameters requires one to make a number of measurements

on the system while selectively modifying the magnetization state of one of the two pools.

An approach that yields the cross-relaxation rate [6, 20, 41, 161] first described by Forsen

and Hoffman [41] is to selectively saturate the restricted pool while leaving the free pool

unchanged. The difference in the longitudinal recovery rate (the apparent T1) measured

with and without saturation determines the cross-relaxation rate. However, the validity of

implementing this approach using off-resonance irradiation is in doubt [64] both on the

grounds of saturating the restricted pool and avoiding direct saturation of the free pool.

An alternative approach to characterizing the binary spin bath model proposed by Edzes

and Samulski [35, 36] is to selectively invert the spins of the free pool and determine the
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exchange rate and relative pool size from the two longitudinal recovery rates for the inverted

system [35, 36, 49, 96]. A related approach [51, 48] employs two π/2 pulses to tip the free

pool magnetization into the transverse plane and then back again so as to partially saturate

the restricted pool through magnetization exchange during the interval between the two

pulses. A limitation of both of these approaches is that they yield only the exchange and

not the relaxation properties of the restricted pool.

An approach that overcomes this limitation is to characterize the steady-state response

of the system to off-resonance irradiation and determine the relaxation properties from the

so-called Z-spectra [53, 54] that are obtained. While the resonance frequency for the free

and restricted pools are in general the same, the short T2 of the restricted pool makes it

sensitive to a much broader range of irradiation frequencies. Hence, irradiation sufficiently

offset from the resonance frequency will selectively saturate the restricted pool with only

limited direct saturation of the free pool. By measuring the steady-state response of the

system at a number of offset frequencies, a property that can be readily determined is the

linewidth of the restricted pool and hence its T2. In combination with a field gradient used

during the irradiation period [144], such data can be acquired rapidly in a spectrometer.

Following the introduction of Z-spectroscopy, the methodology underwent a number of

refinements. Accounting for direct saturation of the free pool [163] by the off-resonance

irradiation substantially improved the agreement with experimental data for small offset

frequencies. A more subtle refinement is the inclusion of exchange of transverse magne-

tization in the model [164]. However, this correction is often safe to neglect since the T2

of the restricted pool is so much shorter than that of the free pool. With the exchange of

transverse magnetization largely in one direction, the apparent T2 of the free pool including

exchange is almost indistinguishable from that of a system having a shorter T2 for the free

pool and no transverse exchange.
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Further refinements to the binary spin bath model came in the treatment of the restrict-

ed pool. The spectral lineshape of a system described by the Bloch equations is inherently

Lorentzian and hence appropriate for liquids. By replacing the Bloch equations for the

restricted pool in the spin bath model with a single longitudinal component [64, 145] de-

scribed by a Gaussian lineshape, typical for solids, the model was extended to accurately

characterize MT in agar gel [64]. The freedom to choose a lineshape for the restricted pool

is complicated by the fact that not all materials fit either the limiting case of a liquid-like

Lorentzian lineshape or a solid-like Gaussian lineshape. In bovine serum albumin solu-

tions, a transition from a Lorentzian to Gaussian lineshape has been observed in MT ex-

periments [69] as the concentration increases. Intermediate cases arise when the directions

of molecular motion that causes the narrowing of the lineshape are restricted [23], such as

in polymers, liquid crystals, biological membranes, and molecules adsorbed on surfaces.

In tissues, a lineshape called a super-Lorentzian has been found to accurately characterize

the restricted pool [97]. First observed in lamellar liquid crystals [158] and later in cell-

s [11, 12], this lineshape is postulated to arise in biology when the motion of individual

molecules is limited to a particular direction by the orientation of membranes and the like

while the orientation of the membranes themselves is random such that the ensemble of

molecules has no preferred direction. Given sufficient data, one need not be restricted to a

parametric lineshape and may instead derive the lineshape from the data [80].

Although the reduction of the Bloch equations to a single longitudinal component can

be justified by a geometrical argument [81] for weak irradiation and short T2, this approach

has an earlier precedent, the Redfield-Provotorov theory of spin temperature in solids [50].

In the absence of transverse magnetization, a system can be described by a spin temperature

whose inverse is analogous to longitudinal magnetization. For experiments on a clinical

MR scanner, the time scale is short enough and the irradiation weak enough compared to
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the main magnetic field B0 that the Zeeman and dipolar terms in the Hamiltonian have their

own associated temperatures. This additional pool of spins, termed the dipolar reservoir, is

easily incorporated into the spin bath model [98, 166].

Given that a variety of magnetization transfer systems are well characterized by the

binary spin bath model, how should the model be interpreted in terms of the more com-

plex picture of bulk water, hydration layers, peripheral and bulk macromolecular protons?

While Edzes and Samulski [36] proposed that spin temperature differences could arise be-

tween peripheral and bulk macromolecular protons, subsequent studies have consistently

assumed (with the exception of [18]) that a single temperature is sufficient to describe the

macromolecular protons. With respect to the hydration layer, Koenig and others [18, 74, 80]

have argued that these spins are in a state of rapid exchange with bulk water since bonds

between the water molecules and macromolecules last on the order of 300 ps. Based on this

interpretation, the two pools of the binary spin bath model correspond to bulk water protons

and bulk macromolecular protons respectively. However, some authors have proposed that

a third, intermediate, proton pool is needed to explain experimental data in tissue [3, 140].

Contrary to the usual interpretation, the results of Adler et al. [3] suggest that the interme-

diate pool, nominally the hydration layer, exchanges more rapidly with the macromolecular

pool than the bulk water. A difficulty with such experiments is that a close fit to experimen-

tal data does not on its own validate the model. Several authors have proposed alternative

models for tissue in which more than one MT process is present [29, 142, 147].

Parallel to the development of a physical model for MT has been the development

of imaging applications that take advantage of magnetization transfer dependent contrast

(MTC). Imaging using MTC was first demonstrated by Wolff and Balaban [161] in rab-

bit kidney using continuous-wave (CW) off-resonance irradiation to partially saturate the

restricted pool. This approach can be used both to provide image contrast [103, 161]
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and to determine of model parameters in a manner analogous to an NMR experimen-

t [117, 118, 119]. However, since CW irradiation is generally not available for clini-

cal MRI scanners, the majority of human MT imaging has been performed using shaped

off-resonance RF pulses [107, 126, 128] or short intense on-resonance binomial RF puls-

es [67, 66, 113, 108, 114, 127, 167, 71, 90, 59, 27]. In either case the pulses are designed

to selectively saturate (at least partially) the short T2 semi-solid spins without any direct ef-

fect on the liquid component(s) [55, 56, 57, 112, 125]. In an attempt to isolate MT effects,

acquisitions are often performed with and without 1Hr saturation pulses to compute ratio

or percent difference images (so called MTR images).

The use of pulsed irradiation to generate MT contrast requires further refinement of the

physical model. A number of authors have described analytic methods for computing the

transient behaviour of the binary spin model in response to step changes in irradiation [4,

122, 168, 165, 166]. However, there has been a discrepancy in the analysis of pulsed

experiments with respect to generalizing the behaviour of the restricted pool; the irradiation

induced transition rate has either been assumed constant [55, 58] or time-varying [4, 108,

122, 168, 165, 166]. This question of the treatment of pulsed irradiation is considered

further in Chapter 3.

The ease with which MT contrast can be incorporated into standard imaging protocol-

s [61, 120, 162] and the novelty of the resulting contrast has led to a multitude of MTC

applications. These include mild head trauma [92], frontal lobe epilepsy [37], muscular

dystrophy [91], brain tumours [102], ischemic vascular dementia [146], CNS tuberculo-

sis [60], and Alzheimer’s disease [62]. However, MTC is most commonly associated with

the study of white matter in patients with multiple sclerosis (MS).

While the exact mechanisms of MT in white matter are not known, its importance has

been clearly established [8, 33, 42, 73, 75]. Cholesterol [73, 72] and sphingomyelin [21]
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have been suggested to be the dominant constituents of myelin responsible for MT; howev-

er, the most comprehensive in vitro analysis has been performed by Kucharczyk et al. [75]

who studied all the major lipid components of white matter in a multilamellar vesicle model

system and measured T1, T2, and MT at varying pH. They observed that galactocerebroside

had the greatest effect on relaxivity and that the MT effect produced was two to three times

greater than with either cholesterol or sphingomyelin alone.

While the use of MTC in studies of MS has produced intriguing results that have led to

its use in MS clinical trials, the reduction of the entire MT phenomenon to a single MTR

value has left the interpretation of these results incomplete and somewhat controversial.

What is widely accepted is that a large reduction in MTR within MS lesions is an indi-

cator of demyelination and tissue damage. There are several lines of evidence to support

this [17, 40] including: animal models with histopathological correlations [32, 31, 79];

in vivo human studies of purely demyelinating diseases such as leukoencephalopathies

[30, 77, 130] and; a post mortem study of MS patients [154].

Perhaps more interesting than large MTR reductions within lesions are the small re-

ductions observed in normal appearing white matter [32, 38, 45, 83, 94, 109]. It has been

observed [39, 52, 110, 111] that focal MTR reductions antedate the appearance of MS le-

sions on conventional T2-weighted scans. One explanation for the MTR abnormalities in

normal appearing white matter is the presence of microscopic or biochemical pathology

not directly visualized on the conventional MR images [32, 38, 39, 82]. Another factor that

may contribute is Wallerian degeneration remote from observed focal lesions [79]. Alter-

natively, the small MTR reductions may be of a purely edematous origin with no significant

myelin degradation. In any event, the detection of diffuse pathology provides strong sup-

port for the use of global assessments of disease using methods such as whole brain MTR

histograms [68, 105, 106, 121, 152, 153].
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While MTR values are quantitative in the sense that they are reproducible and compa-

rable among subjects and repeated scans [9, 131], the resulting images reflect a complex

combination of sequence and relaxation parameters in addition to MT [108, 113]. More-

over, characterizing the MT phenomenon by a single value prevents a physical interpre-

tation and overlooks potentially useful diagnostic information. In an effort to overcome

this limitation of MT imaging techniques, a number of authors have proposed methods that

yield intrinsic properties based on the binary spin bath model. Quesson et al. [119, 118]

have described a technique similar to an NMR experiment in which continuous-wave off-

resonance irradiation is used to prepare the magnetization before performing conventional

imaging. Lee and Dagher [76] proposed a similar technique with fewer measurements that

yields only the fractional size of the restricted pool. An alternate technique, yielding all of

the parameters of the binary spin bath model, described by Chai et al. [22] measures the

approach to steady state for trains of binomial pulses of varying duty cycle and duration.

Another method recently described by Gochberg et al. [49] saturates the restricted pool by

successive inversions of the free pool so as to estimate the fractional size of the restricted

pool and the relaxation properties of the free pool.

The challenges of developing a clinical imaging technique that yields exchange and

relaxation properties based on the binary spin bath model are three fold. First, one needs to

forgo the use of continuous-wave irradiation, which is not widely available, and the large

power deposition that is typical of NMR experiments. Second, sufficient data to constrain

all aspects of the model needs to be collected within a relatively short period, such as 30

to 60 minutes. And third, a computationally efficient model of the experiment is needed so

that estimation of the model parameters at every voxel becomes feasible. Existing methods

either do not meet all of these criteria or yield only a subset of the model parameters.
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Chapter 3

Modeling pulsed magnetization transfer

IN this chapter (based on [138]) a method is described for analyzing general pulsed

MT experiments in which off-resonance saturation pulses are interleaved with on-

resonance excitation (imaging) pulses. This method is applied to develop a signal equation

for MT-weighted spoiled gradient echo sequences. Using this signal equation, various

experimental designs are assessed for imaging the cross-relaxation rate, the fractional size

of the restricted pool, and the relaxation times T1 and T2 of the two pools. Experiments

on agar gels demonstrate the feasibility of using pulsed MT-weighted MRI sequences to

rapidly produce quantitative images of the exchange and relaxation properties within an

object.

3.1 Methods

3.1.1 Modeling pulsed MT sequences

The binary spin bath model is employed to describe a pulsed MT experiment in which spins

exist in either of two magnetic environments. The magnetization of the so-called free pool

is described by the Bloch equations while that of the restricted pool is modeled using the
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Redfield–Provotorov theory [50]. A first order rate constant governs exchange between the

two pools.

For experiments on clinical scanners, the time scale is short enough and the irradiation

is weak enough compared to the main magnetic field B0 that the Zeeman and dipolar terms

in the Hamiltonian have their own associated temperatures. Expressed as five coupled

differential equations the behaviour of the magnetization in such a system in a reference

frame rotating at a frequency offset ∆ from resonance is given by:

dMx,f

dt
= −Mx,f

T2,f

−∆My,f − Im(ω1)Mz,f (3.1)

dMy,f

dt
= −My,f

T2,f

+ ∆Mx,f + Re(ω1)Mz,f (3.2)

dMz,f

dt
= R1,f (M0,f −Mz,f)− kfMz,f + krMz,r

+ Im(ω1)Mx,f − Re(ω1)My,f (3.3)

dMz,r

dt
= R1,r(M0,r −Mz,r)− krMz,r + kfMz,f −WMz,r + Wβ ′ (3.4)

dβ ′

dt
= W

(
2π∆

D

)2

(Mz,r − β ′)− 1

TD
β ′ (3.5)

where the subscripts f and r denote the free and restricted pools and the subscripts x,

y, and z denote the various components of a magnetization vector. β ′ = β − β0, where

β is the inverse spin temperature associated with the dipolar order of the restricted pool

and β0 is its equilibrium value in the absence of irradiation. TD is the dipolar relaxation

time. The excitation field strength, ω1 = γB1, is complex and time varying for general

pulses with a circularly polarized coil. The parameter D is related to the linewidth of the

restricted pool [50]; for a Gaussian lineshape this is given by D2 = 1/3T 2
2,r. By definition,

kr = kf/F where F = M0,r/M0,f is the ratio of the pool sizes.

The transition rate W for the saturation of the restricted pool is given for CW experi-

ments in the absence of B0 field gradients by

W = πω2
1G(∆) (3.6)
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where G is the lineshape function for the restricted pool. When G is a Lorentzian, the

behaviour of the system approximates that of the Bloch equations for small T2,r [81].

Gaussian lineshapes have been found appropriate for solids and gels [64] as have super-

Lorentzians for tissues [80]. If the system is assumed to be in steady state then more

complex irradiation patterns than a continuous-wave can be accounted for by summing the

transition rates of the various spectral components [55, 56].

For sufficiently short pulses the approximation that the magnetization of the restricted

pool is constant during a repetition period of a pulse sequence may not be satisfactory. In

such circumstances the transition rate W will be time varying. Treating the restricted pool

as a causal linear system, the lineshape can be interpreted as the real part of a complex

susceptibility function from which the impulse response of the system is readily computed

to be

g(t) =
2

π

∫ ∞

0
G(∆)cos(∆t)d∆ , t > 0 . (3.7)

Convolving this response function with the instantaneous irradiation power yields the time

varying transition rate

W (t) = πω2
1(t) ∗ g(t) . (3.8)

However, for shaped MT pulses with bandwidths narrow compared to the linewidth, the

transition rate can be approximated as

W (t) = πω2
1(t)G(∆) (3.9)

where ∆ is the centre frequency of the off-resonance irradiation.

While equations (3.1)–(3.5) and (3.9) are proposed as an accurate model for describing

pulsed MT experiments, in practice using these ordinary differential equations to estimate

the parameters of the spin bath model from experimental data is computationally infeasible.

Given that one needs to conduct a series of experiments in order to completely character-
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ize the binary spin bath model and that, due to the complexity of the model, the process

of estimation is inevitably iterative, one may need to numerically solve these equations

upwards of ten million times for an imaging protocol. In subsequent sections a number

of approximate solutions are described that lend themselves to rapid computation. These

approximations were made in view of the experiments that are described briefly in the

following section.

3.1.2 Outline of experiments

The signal equation has been validated using two acquisition strategies and various con-

centrations of agar gel, a material whose MT properties have been well characterized [64]

in spectrometers by the binary spin bath model. Using a Gaussian lineshape for the re-

stricted component and neglecting the dipolar reservoir, the model parameters reported by

Henkelman et al. [64] at 1.5 T for 2%, 4%, and 8% agar are given in Table 3.1.

Table 3.1: Model parameters for 2%, 4%, and 8% agar based on CW experiments reported

by Henkelman et al. [64]. The corresponding values of Robs
1 were 0.49± 0.02 s−1, 0.68±

0.03 s−1, and 1.14± 0.05 s−1 respectively.

2% agar 4% agar 8% agar

kf 0.9 ±0.1 s−1 1.8 ±0.2 s−1 3.9 ±0.5 s−1

F 0.0051±0.001 0.011 ±0.002 0.022 ±0.004

R1,f 0.51 ±0.07 s−1 0.70 ±0.10 s−1 1.08 ±0.16 s−1

R1,r 1 ±1 s−1 1 ±1 s−1 1 ±1 s−1

T2,f 63 ±8 ms 32 ±4 ms 16 ±2 ms

T2,r 12.9 ±0.1 µs 12.9 ±0.1 µs 12.9 ±0.1 µs
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Two types of experiments were performed on agar gels. The first, referred to as a mag-

netization transfer prepared (MTP) sequence, consists of a train of shaped off-resonance

pulses that drive the system into steady state after which the z magnetization of the free

pool is measured using a 90◦ pulse. Phase cycling [13] rather than RF spoiling is used

to select the FID of the 90◦ pulse so as to make this experiment analogous to the NMR

experiments described in [64], in which a period of continuous-wave irradiation was used

to drive the system into steady state before measurement with a 90◦ pulse.

The second type of experiment, a spoiled gradient-echo sequence (MTSPGR), has an

MT pulse followed by a slice selective low angle excitation pulse and readout at every rep-

etition. RF spoiling and crusher gradients are used to disperse transverse magnetization

produced by the MT pulses and prevent the formation of stimulated echoes. When compar-

ing the two types of sequences, one should refer to the repetition period for the MT pulse

(TMT ) which for the MTSPGR sequence is the same as the repetition time of the excitation

(TR).

3.1.3 A signal equation for pulsed MT sequences

One can predict the outcome of a pulsed MT experiment by numerically solving the ordi-

nary differential equations (3.1)–(3.5) over a time interval long enough for a steady state

to establish. This method is used as the standard for evaluating various approximate signal

equations. Following the derivation of [108], the pulse sequences are decomposed into a

number of stages for which the ordinary differential equations (ODEs) have simple exact

or approximate solutions. Concatenating these solutions together and solving algebraically

for the magnetization in steady state yields a signal equation that can be rapidly computed.

The differential equations have simple solutions in three cases, instantaneous pulsed ex-

citation, continuous-wave excitation, and free precession. These solutions can be combined
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in a number of ways. For example, concatenating the solution for a period of continuous

wave excitation followed by a period without saturation yields the responses to an off-

resonance rectangular pulse. More subtle treatments can be achieved by using different

approximate solutions for the two pools.

Since the behaviour of the free pool near resonance tends to be complicated, neither a

continuous-wave or rectangular pulse approximation is satisfactory. Instead the effect of

an MT pulse on the free pool is modeled as an instantaneous fractional saturation of the

longitudinal magnetization. This saturation fraction is computed by simulation of the Bloch

equations taking into account the pulse envelope and T2,f decay, but neglecting exchange

with the restricted pool and R1,f recovery. Neglecting these terms is compensated for by

including R1,f recovery and exchange in the adjacent stages of the approximate sequence.

This approach is taken to uncouple T2,f from R1,f and kf thus limiting the number of

parameters upon which the saturation fraction depends. With the saturation fraction only

dependent on T2,f for a particular pulse envelope, these fractions, which are relatively

expensive to compute, are computed in advanced and reused in subsequent calculations.

Two models are considered for the restricted pool, one in which it experiences con-

tinuous wave excitation of equivalent average power and another in which the MT pulse

is replaced by a rectangular pulse having equivalent average power and a width equal to

the full-width-at-half-maximum of the instantaneous pulse power ω2
1(t). While the former

model can take into account the bandwidth of the shaped pulses, this correction proved

negligible for these experiments.

An additional variation that was considered was to neglect the dipolar term in the

Hamiltonian. Altogether, this gave four models to evaluate, two variants of the signal

equation each with and without the dipolar term. For each model, the excitation pulse was

incorporated as an additional fractional saturation of the free pool and, due to its low power,
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was not considered for the restricted pool. The formulas for the steady-state magnetization

are given in section 3.4 at the end of this chapter.

3.1.4 Numerical simulations

Numerical simulations were used to investigate two aspects of the methodology. The first

was to determine how closely the various signal equations predict the results of the nu-

merical simulations, which are assumed to be correct. The second was to determine which

pulse sequence designs yield the best predictions. While the latter was not pursued ex-

haustively, consideration was given to the five pulse sequences for which experimental data

was also collected. Simulations with and without the dipolar terms were made for each of

three materials having the properties of 2%, 4%, and 8% agar given in Table 3.1. These

simulations were also used to assess bias in the parameter estimation technique described

in section 3.1.6.

The numerical simulations were computed using a standard ODE solver in which the

simulation was stopped when the difference in magnetization at the readout time differed

by less than 0.05% from that at the previous repetition. Spoiling was modeled by setting

the transverse components of the magnetization to zero after each MT pulse.

3.1.5 Experimental validation

The MTP sequences consisted of a 7.7 s train of MT pulses (for TMT = 15 ms this corre-

sponds to 512 pulses) followed by a 90◦ on-resonance excitation pulse and gradient echo

readout with TE = 4 ms. Based on numerical simulations 7.7 s was sufficient to establish

steady state for these experiments. The MT pulses used were Hanning windowed Gaussians

with duration 10.24 ms or 30.72 ms (bandwidth 200 Hz and 67 Hz) whose offset frequency

and power could be varied. Phase cycling of the 90◦ pulse in three repeated acquisition was
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used to separate its FID from coherences generated by the MT pulses.

The MTSPGR experiments consisted of a gradient echo sequence with TE = 4 ms

and TR = TMT either 50 ms or 25 ms. Excitation pulse angles of 10◦ and 7◦ were cho-

sen for the two cases based on the MT contrast relative to noise determined by numerical

simulation. A combination of strong crushing gradients and RF spoiling [170] was used to

eliminate any residual transverse magnetization between repetitions. On the basis of nu-

merical simulation, a period of 12.8 s of initial pulsing was determined to be sufficient to

establish steady state and was used in all MTSPGR studies before data was acquired.

The agar gels for these experiments were prepared in cylindrical 1 litre bottles, 16 cm

high. This allowed for a spectrum of offset frequencies to be tested in a single experiment

by employing a linear field gradient [144] along the cylinder axis during the MT pulses.

Since in practice a logarithmic series of frequency offsets is of interest, data were acquired

in three stages, capturing a range from zero to 1 kHz, 10 kHz, and 100 kHz respectively.

The raw data from these experiments is biased by a combination of non-uniform coil

sensitivity and non-uniform excitation (B1) field strength ([135], appendix A), the later of

which affects both the MT and excitation pulses. Rather than model the two effects, an

additional gradient echo scan was collected without MT pulses which was used to estimate

a smooth non-uniformity field [139] and normalize the intensity of the MTSPGR data.

This approach compensates for reception sensitivity variations as well as variations in the

excitation pulses. In addition, the main magnetic field variations (B0) were measured using

a phase difference imaging technique ([46], section 4.2.1) and the offset frequencies of the

MT pulses were corrected accordingly.

A summary of the various experiments conducted using spatial encoding of MT offset

frequency is given in Table 3.2. Each experiment was repeated for three different MT pulse

angles (powers). The average irradiation power corresponding to each of the three pulses
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is the same for each type of experiment.

Table 3.2: Summary of experiments using spatial encoding of MT offset frequencies.

Experiment Type TR pulse duration MT pulse angles
excitation

angle

I MTP 15 ms 10.24 ms 219◦ 438◦ 657◦ 90◦

II MTP 50 ms 30.72 ms 693◦ 1386◦ 2079◦ 90◦

III MTSPGR 50 ms 10.24 ms 400◦ 800◦ 1200◦ 10◦

IV MTSPGR 50 ms 30.72 ms 693◦ 1386◦ 2079◦ 10◦

V MTSPGR 25 ms 10.24 ms 283◦ 566◦ 849◦ 7◦

As an additional experiment a series of MTSPGR images were used to compute param-

eter images for the various material properties. For this experiment pulse sequences IV and

V were used with only the low and high power pulses. Each experiment was conducted for

sixteen offset frequencies ranging from 800 Hz to 80 kHz. While these experiments were

normalized using a scan without MT pulses as before, B1 field strength was also measured

using a modified stimulated echo pulse sequence [151] and used to correct the MT pulse

power at each voxel. Images were made for a transverse section of the three gel bottles

along with a bottle of 254 µM MnCl2 solution.

The parameters kf , F , R1,f , R1,r, T2,f , and T2,r are not uniquely determined for ex-

periments in the steady state [19]. Following the approach of [64], this was resolved by

making an independent measurement of the apparent relaxation rate Robs
1 and estimating

R1,r. In the absence of irradiation, a binary spin bath system can be expected to relax with

two spin-lattice relaxation rates. However, for typical inversion recovery experiments only
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the longer of the two can be observed. Hence R1,f is related to Robs
1 by

R1,f =
Robs

1

1 +









[

kf

R1,f

]

(R1,r − Robs
1 )

(R1,r − Robs
1 ) + kf/F









. (3.10)

R1,r was chosen rather arbitrarily to be 1 s−1 with an uncertainty, for the purpose of error

calculations, of ±1 s−1. In practice, this has little impact on subsequent estimates of the

other parameters.

Robs
1 was determined for each gel using a standard inversion recovery sequence with a

TR of 2 s and a range of inversion times. Estimates were made using a non-linear least-

squares fit to the data. For completeness the apparent T2 of the gels was also measured

using a 32 echo quantitative T2 imaging sequence [115]. All experiments were conducted

at 1.5 T on a Siemens Vision scanner (Siemens Medical Systems, Erlangen).

3.1.6 Parameter estimation

The material properties were estimated for each experiment by non-linear least-squares

fitting of the MTSPGR signal equation with T2,f , T2,r, kf , and F as independent parame-

ters. The corresponding value of R1,f for each parameter estimate was determined using

equation (3.10) and the estimates of Robs
1 and R1,r. In practice a scale factor could also

be included as a free parameter in the fit; however, since the data is normalized, this scale

factor was fixed for each parameter estimate such that the signal magnitude in the absence

of MT pulses is one. This same technique was employed to estimate the parameters used

to generate the numerical simulations described in section 3.1.4.

For the purposes of parameter estimation, one need not be restricted to data from a

single type of experiment. The material properties were also estimated based on a simul-

taneous fit to data from all five experiment types. In principle, the inversion recovery data
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used to estimate Robs
1 could also be included in a simultaneous fit to the MT data. Howev-

er, the precision of the Robs
1 estimates was such that this added complication was deemed

unnecessary.

For the experiments in which frequency offsets were encoded spatially, the number of

measurements was too large to process easily. For these experiments the data was approx-

imated using cubic B-splines and sampled regularly in logarithmic steps from 300 Hz to

80 kHz with 10 samples per decade. For the imaging experiments, which had comparative-

ly few measurements, no resampling was performed.

The MTP type experiments were analyzed using the same formula as for the MTSPGR

experiments by taking the limit in which the excitation flip angle goes to zero. The analytic

formula given by Henkelman et al. [64] for CW experiments can also be used to analyze

the MTP type experiments. The two approaches differ in their handling of the free pool

magnetization at small offset frequencies, where the simulation of the Bloch equations

used in the MTSPGR signal equation differs from the Lorentzian lineshape approximation

used in the CW equation. In practice, the two formulas agree closely for MTP experiments

at offset frequencies greater than 1 kHz. However, the MTSPGR signal equation has the

flexibility to take the duty cycle of the irradiation into account.

3.2 Results

3.2.1 Numerical simulations

In comparing the results of the ODE simulations to the predictions of the signal equations,

the two were found to be generally in agreement. The residual differences, most noticeable

for the 8% agar, followed a number of trends. At low frequency offsets, from 100Hz to

1 kHz, the signal equation consistently underestimates the simulation, likely as result of the
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approximations used in modeling the free pool. This trend appears in all four cases shown

in Figure 3.1. Since the effect of decreasing T2,f is to shift the low frequency portion of

the curve to the right, one can expect this discrepancy to result in T2,f being overestimated.

Parameters derived from simulations for each of the five experiment types were found to

overestimate T2,f on average by 2 ms for each gel.

In the range 1 kHz to 10 kHz off-resonance, the deviation depended both on the variant

of the signal equation and the type of experiment. In general, the rectangular pulse variant

(RP) of the signal equation tended to slightly overestimate the signal in this range, while the

continuous-wave variant would underestimate the signal either by a large or small amount

depending on the type of experiments. This latter trend is consistent with experiments

having short relatively intense pulses deviating from the CW model. Compare for example

the curves in Figure 3.1a and Figure 3.1b. The latter, a type III experiment, has less frequent

and more intense pulses.

In the absence of dipole interaction (i.e. TD → 0), the two variants of the signal

equation were in good agreement with the ODE simulation beyond 10 kHz. Incorporating

dipole interaction increased the deviation of the CW model variant from the ODE solution.

Compare for example Figure 3.1b and 3.1d, where for the later the curves only converge

just before the MT effect disappears around 30 kHz.

3.2.2 Experimental validation

For each agar gel and each experiment type the various material parameters were estimated

by non-linear least squares fitting. On the basis of the numerical simulations of the previous

section the analysis was restricted to the RP variant of the signal equation, looking at forms

with and without the dipolar terms. The predictions of these two variants of the signal

equation along with experimental data for an MTP and MTSPGR type experiment are
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Figure 3.1: Comparison of ODE solutions with two variants of the MTSPGR signal equa-

tion for 8% agar. The two variants use the continuous-wave (CW) and rectangular pulse

(RP) approximations for the restricted pool. The three curves shown for each case corre-

spond to the three MT pulse powers used throughout (see Table 3.2). (a) Experiment type

I, without dipole interaction (i.e. TD → 0). (b) Experiment type III, without dipole inter-

action. (c) Experiment type V, without dipole interaction. (d) Experiment type III, with

dipole interaction (TD = 3 ms).

shown in Figure 3.2. While the parameter estimates derived from the two signal equations

differ, the predicted signals are nearly identical except for small differences around 10 kHz

for the MTSPGR experiment.

The RMS error for these fits is about 1% for the MTP experiment and 2% for the

MTSPGR experiment. Much of the error in the latter is due to errors in the model for
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small frequency offsets. Considering only offset frequencies greater than 800Hz, the RMS

error for the MTSPGR experiment is about 1%. Attention should be restricted to this

range of offset frequencies since the signal change observed at smaller offset frequencies

is almost entirely due to direct saturation and largely independent of the MT properties of

the material. Furthermore, the large rotations of the spins in the free pool caused by pulses

near resonance are difficult to model accurately. The low frequency structure seen in the

upper right panel of Figure 3.2 is characteristic of pulsed MT experiments in which the

fractional saturation of the free pool due to an individual pulse initially oscillates as the

offset frequency is increased.

While these fits, as shown by Figure 3.2 are generally close to the data, there are a num-

ber of systematic differences, statistically significant by a χ2 test1, that are not accounted

for by random variations. While these deviations could be attributed to deficiencies in the

signal equation, measurement drift and B1 inhomogeneity may also be the cause. The latter

may account for the mismatch, seen in Figure 3.2 at 8 kHz, between data collected for the

three different ranges of offset frequencies, corresponding to the three gradient strengths.

To assess the effect of neglecting the dipole terms in the signal equation, we tested

whether the difference between the resulting fitted curves was significant given the mea-

surement noise. Using the test [14]

P
{

Z >
1

2σ

√
∑

i
(mdp(i)−mz(i))

2
}

< 1% , (3.11)

it was found that in every case the difference between the two was sufficient to choose the

form with dipolar terms. mdp(i) and mz(i) in equation (3.11) are the points on the fitted

curve corresponding to the ith measurement for each signal equation and σ is the standard

deviation of the measurement noise. The improvement in fits by including dipolar terms
1The statistic χ2/(df − 1), where df is the number of degrees of freedom, averaged 45 for these fits,

confirming the presence of systematic errors.
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Figure 3.2: Fitted curves for type I and type V experiments. Dots are experimental data;

the solid and dashed lines are for the RP variant of the signal equation with and without

dipole interaction, respectively. Note that the solid and dashed lines are indistinguishable

in most plots.
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tended to be subtle, resulting on average in a 5% reduction in that portion of the residual

error not accounted for by measurement noise.

In addition, neglecting the dipole terms was investigated by comparing the parameter

estimates drawn from simultaneous fits of each model to all five experiment types for each

gel. To assess the precision of these estimates the marginal uncertainty was computed for

each parameter [7] using both the residual sum of squares error in the measurements and

the uncertainties in Robs
1 and R1,r. Based on the gradient of the objective function for each

measurement, this yields a t statistic with N − p degrees of freedom and a correspond-

ing confidence interval for the parameter. Since the parameter estimates are based on the

resampled data, the fraction of the residual error due to systematic errors is correspond-

ingly larger. As a result, the error bounds on the parameters reflect both the precision or

reproducibility of the measurements as well as the accuracy of the model. These parameter

estimates and corresponding uncertainties are given in Table 3.3. Robs
1 determined from in-

version recovery experiments was 0.410±0.006 s−1, 0.504±0.02 s−1, and 0.699±0.04 s−1

respectively for the 2%, 4%, and 8% agar gels.

Inspection of Table 3.3 would suggest that neglecting the dipole terms in the model

results in a slight underestimate of the restricted pool size F and the exchange rate kf as

well as a small overestimate of T2,r. An analysis of variance of each parameter taking into

account the large number of degrees of freedom in the individual entries reveals that only

the reduction in F is statistically significant (tested at p = 0.05).

Note that F/(1+F ) is expected to be proportional to the concentration of gel. Regress-

ing the F values in Table 3.3 using this relation shows the average deviation for F to be

0.0017, somewhat larger than the reported uncertainty. Subsequent results show that such

bias tends to be correlated with bias in kf and T2,f .

The effect of experimental design on the parameter estimates was also investigated. In
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Table 3.3: Parameter estimates for agar gels based on a simultaneous fit of the signal e-

quation to the five experiments. Values are shown for a model with and without dipole

interaction. Uncertainties are for a 95% confidence interval.

2% agar 4% agar 8% agar

∗ 0.324 ±0.09 s−1 0.822 ±0.25 s−1 2.035 ±0.56 s−1

kf � 0.313 ±0.08 s−1 0.784 ±0.23 s−1 1.895 ±0.52 s−1

∗ 0.0092 ±0.0011 0.0151 ±0.0012 0.0302 ±0.0016

F � 0.0087 ±0.0009 0.0140 ±0.0009 0.0274 ±0.001

∗ 0.405 ±0.01 s−1 0.497 ±0.022 s−1 0.690 ±0.049 s−1

R1,f � 0.406 ±0.01 s−1 0.497 ±0.02 s−1 0.691 ±0.05 s−1

∗ 1.0 ±1.0 s−1 1.0 ±1.0 s−1 1.0 ±1.0 s−1

R1,r � 1.0 ±1.0 s−1 1.0 ±1.0 s−1 1.0 ±1.0 s−1

∗ 54.4 ±1.3 ms 31.8 ±0.9 ms 16.7 ±0.3 ms

T2,f � 54.2 ±1.3 ms 31.5 ±0.9 ms 16.5 ±0.3 ms

∗ 13.8 ±1.2 µs 13.7 ±0.8 µs 13.6 ±0.5 µs

T2,r � 14.4 ±0.9 µs 14.6 ±0.6 µs 14.5 ±0.4 µs

∗ 0.3 ±0.5 ms 0.5 ±0.4 ms 0.6 ±0.3 ms

TD �

∗ signal equation with dipolar terms

� signal equation without dipolar terms

Figure 3.3, parameter estimates are graphed for each experiment type and each gel using

the MTSPGR signal equation including dipole terms. While these parameter estimates are

generally in agreement with those derived from a simultaneous fit to all experiment types,
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it should be noted that kf and TD are not well constrained for these fits, particularly for 2%

agar. In addition, there is some disagreement among estimates of F that are matched by

a reciprocal trend in the estimates of T2,f . An independent measurement of T2,f using the

multi-echo T2 sequence gave a T2 of 70.1 ± 0.1 ms, 38.5 ± 0.2 ms, and 18.3 ± 3 ms for

2%, 4%, and 8% agar respectively.
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Figure 3.3: Comparison of parameter estimates for various experimental designs. The

five bars for each gel correspond to experiment types I through V. Error bars form a 95%

confidence interval. Type II experimental data for 2% agar is not available and intentionally

left blank.
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T2,f T2,r R1,f

F

kf F kf

Figure 3.4: Parameter images based on a simultaneous fit of type IV and type V experi-

ments using the RP variant of the MTSPGR signal equation neglecting dipole interaction.

The materials shown, moving clockwise from the top-left, are 8% agar, MnCl2 solution,

4% agar, and 2% agar. Also, shown are profiles across the F and kf parameter maps.

3.2.3 Parameter images

For the imaging data both the accuracy of the estimates, as compared to the non-imaging

studies, as well as the precision of the estimates, as reflected by the within image varia-

tion, were considered. The estimates were computed using both variants of the model by

simultaneously fitting the type IV and type V data as well as by fitting the type V alone.

Parameter images derived from the simultaneous fit of the model without dipole terms are

shown in Figure 3.4. Also shown are intensity profiles taken along a line in the F and kf

images. These images show good uniformity, as a result of compensation for excitation

field and reception sensitivity variations, as well as good SNR.
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The precision of these estimates was evaluated by computing the standard deviation

within regions of interest corresponding to the four bottles. These regions were defined

by thresholding the image and eroding the resulting mask by one voxel. The mean and

standard deviation for each bottle and each parameter are given in Table 3.4 for the si-

multaneous fits. The results of fitting to the type V experimental data alone proved highly

unstable and are not shown.

Comparing the parameter estimates for the two variants of the model shows that the two

are largely in agreement with subtle differences following the same trend as for the non-

imaging experiments. However, variability in the estimates of kf for the model including

dipole interaction is significantly higher than that without. In addition, the variations in

TD suggest that it is not well constrained by this experimental design. Comparing the

parameter estimates with those of the non-imaging experiments shows that the estimates

of F are consistently lower and the estimates of kf are consistently higher for the imaging

experiments.

3.3 Discussion

The goal of this work was to demonstrate the feasibility of using pulsed MT-weighted MRI

sequences to rapidly produce quantitative images of the exchange and relaxation properties

within an object. To describe these properties the binary spin bath model was employed

with a Gaussian lineshape. While this model well characterizes the gels used in these stud-

ies, there are a number of consideration in generalizing this technique to in vivo studies.

A number of authors have described alternate lineshapes that are more suitable for tis-

sue [69, 80, 97]. Also, there is some evidence that tissues such as white matter are better

characterized by a model with two free water (long T2) components [63, 142, 85]. While
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Table 3.4: Parameter estimates for agar gels averaged over each region of the parameter

maps.

MnCl2 2% agar 4% agar 8% agar

∗ 0.842 ±0.2 s−1 1.37 ±0.3 s−1 2.47 ±1 s−1

kf � 0.734 ±0.05 s−1 1.32 ±0.2 s−1 2.78 ±0.3 s−1

∗ 0 0.0074 ±0.0016 0.0121 ±0.001 0.0271 ±0.004

F � 0 0.0066 ±0.0004 0.0121 ±0.002 0.0260 ±0.002

∗ 2.07 ±0.05 s−1 0.419 ±0.002 s−1 0.483 ±0.1 s−1 0.760 ±0.04 s−1

R1,f � 2.07 ±0.05 s−1 0.419 ±0.02 s−1 0.483 ±0.1 s−1 0.760 ±0.04 s−1

∗ 1.0 ±1.0 s−1 1.0 ±1.0 s−1 1.0 ±1.0 s−1

R1,r � 1.0 ±1.0 s−1 1.0 ±1.0 s−1 1.0 ±1.0 s−1

∗ 66.8 ±3 ms 57.3 ±3 ms 33.8 ±3 ms 16.8 ±1 ms

T2,f � 66.8 ±3 ms 56.4 ±3 ms 33.7 ±2 ms 16.8 ±0.9 ms

∗ 13.1 ±2 µs 14.1 ±0.6 µs 14.1 ±1 µs

T2,r � 14.3 ±0.5 µs 14.1 ±0.3 µs 14.1 ±0.3 µs

∗ 1.32 ±3 ms 0.02 ±0.5 ms 0.14 ±1 ms

TD �

∗ signal equation with dipolar terms

� signal equation without dipolar terms

changing the lineshape is straight forward it is not clear whether adding additional compart-

ments to the model will be beneficial. The situation may prove to be similar to the results

presented here for adding dipolar terms to the model, in which improvements in accuracy

are offset by a loss of precision through greater sensitivity to noise. For completeness, the
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binary spin bath model should also allow for exchange of transverse magnetization [164].

However, it was found that in ODE simulations of these experiments this effect is negligi-

ble.

In implementing the MTSPGR signal equation, both a continuous-wave (CW) and rect-

angular pulse (RP) approximation for the restricted pool was considered. While the CW

approximation was satisfactory for experiments in which the duty cycle of pulsation was

large, it proved inadequate at small duty cycles. This is because the time constant for e-

quilibration of the two pools is on the order of a few milliseconds, comparable with the

duration of the MT pulses. The RP approximation, by taking into account the duty cycle

and pulsation frequency, offers extra freedom in designing experiments, which can be used

to advantage in improving estimates of the exchange constant kf . In particular, it was found

that for imaging studies, including experimental data from two different pulse sequences

improved the estimates of kf beyond what could be expected from an equivalent increase

in SNR. This result is consistent with findings of [123] in which greater precision was ob-

tained in an MT NMR experiment in which CW and pulsed experimental data were used

together.

In choosing a signal equation, it was necessary to establish whether including dipolar

terms in the model improved the parameter estimates. The results of the non-imaging

studies show that the dipolar terms make a statistically significant improvement in the fit of

the model and that neglecting the dipolar terms results in a modest underestimate of the pool

size fraction F . However, it was also found that neglecting the dipolar terms substantially

improved the precision of the estimates of kf in the imaging experiments. Hence, there is

a tradeoff between accuracy and precision when including the dipolar terms in the model

which favours neglecting them. One can not generalize this conclusion to other materials,

however, since the uncertainty in kf tends to decrease as F increases and kf decreases.
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There are a number of factors to consider in designing an experiment. In particular,

one needs to select the range of offset frequencies, average irradiation powers, and pulse

repetition periods to measure. While not all of these factors were considered in detail,

a number of trends were noted. With respect to pulses powers, little benefit was found in

choosing more than two pulse powers for an experiment beyond that which can be expected

from an equivalent number of repeated measurements. For this reason, in the imaging

experiments the number of pulse angles was reduced from three to two. With respect to

frequency offsets, there is clearly little benefit in sampling offsets so close to resonance that

the free pool is saturated or so far from resonance that the MT effect disappears. Intuitively,

one would expect that offsets at which the MT effect or bite is largest to be the most useful

(2 kHz through 20 kHz for the agar gels considered here); however, taking advantage of this

requires a priori knowledge of the linewidth. Since the duration of the pulses is comparable

to the equilibration time for the two pools, the behaviour of a sequence depends on both the

pulse duration and interpulse interval for a given average power. It was found that sampling

more than one of these combinations substantially improved the estimates of kf .

Besides optimizing the sampling, a variety of fast imaging techniques could be em-

ployed to speed up the data acquisition. The MTSPGR sequence with TR = 50 ms, 128

phase encodes, 8 signal averages, and 12.8 s of preparation takes 64 s per sample image.

This sequence easily generalizes to 3D by exchanging signal averages for phase encode

steps in the slice direction with little increase in total scan time. Alternately, one can use

an MTP type sequence and collect an image in a single shot, or a few shots, following

preparatory pulsing. Similar modification can be made to reduce the imaging time required

to collect B0, B1, and Robs
1 data. Given these fast imaging modifications to the pulse se-

quences, single slice imaging would be feasible within a clinically acceptable scan time of

perhaps 30 minutes and likely multislice imaging would be as well.
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While the results of these experiments were generally in agreement with those reported

in [64] (see Table 3.1), the discrepancies exceed the quoted uncertainties. In particular,

Robs
1 differs significantly between the two sets of experiments. Since this parameter is

determined in a separate inversion recovery experiment and influences the subsequent esti-

mate of the other parameters, the differences between the results may be due to this factor

alone. Given that there may also be differences between gel preparations, the consistency

of results between the different experiments performed on the same gel is likely a better

measure of experimental accuracy.

The results of the imaging experiments were generally in agreement with the results of

the non-imaging experiments; however, systematic differences were noted in the estimates

of F and kf . In general, it was found that the uncertainty in F and kf was correlated such

that underestimates of F were matched by overestimates of kf . A similar correlation was

observed between F and T2,f . As seen from the parameter estimates for the individual

experiment types in Figure 3.3, each experiment has a different bias in this respect. This

bias can likely be attributed to subtle differences between the approximations in the signal

equation and the putatively correct ODE solution. Since these differences are smallest for

pulsation that resembles continuous-wave irradiation one might expect that pulse sequences

with frequent pulses to be more accurate. However, since it was found that the kf parameter

is not well constrained by this kind of experiment alone, such a solution is unsatisfactory.

In practice, one may prefer a design with some inherent bias to gain greater precision in

repeated measurements.

In summary, a method has been described for analyzing general pulsed MT experiments

in which the magnetization is driven to steady state. From experiments on agar gel, it

was shown that this method can be used to reliably and accurately estimate the exchange

and relaxation properties of a material in an imaging context. Such an approach offers
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advantages over imaging techniques yielding magnetization transfer contrast ratios (MTR)

both from the perspective of providing more information and for being comparable among

different pulse sequences and scanning hardware. While minor changes in the model are

needed to account for the differences between agar gel and tissue, these results indicate that

it is feasible to use this technique in vivo.

3.4 Derivation of the MTSPGR signal equation

In this section, details are given on how to derive the steady-state signal equation for MT-

weighted spoiled pulsed imaging (MTSPGR) sequence. The solutions for the steady-state

magnetization is computed as follows. Equations (3.1)–(3.5) can be written in matrix form

as

M(t)

dt
= A(t)M(t) + BM0 (3.12)

where M is a magnetization vector, M0 is the fully relaxed state of the magnetization, and

A and B are matrices corresponding to the coefficients of equations (3.1)–(3.5). Approx-

imating a pulse sequence as a series of periods of free precession (fp), continuous-wave

irradiation (cw) of the restricted pool, or instantaneous saturation (is) of the free pool, the

matrix A is constant for each of these periods. Since the transverse magnetization of the

free pool is decoupled from the other components in each of these cases, only the longitu-

dinal components are used for computation and the transverse components are assumed to

disappear through relaxation and spoiling. The state of the magnetization after a period τ

for each of these cases is notated F∗(M, τ) and given by

Ffp(M, τ) = e−Afpτ
M + [I− e−Afpτ ]M0 (3.13)

Fcw(M, τ) = e−Acwτ
M + [I− e−Acwτ ]Mss

cw (3.14)

Fis(M) = SM . (3.15)
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S is a diagonal matrix with elements [ Sf 1 1 ] where Sf is the fractional saturation of

the free pool due to the given pulse. Sf is computed by solving for the magnetization of the

free pool following the given pulse using equations (3.1)–(3.3) with R1,f , kf , and kr equal

to zero and the initial condition M = M0. The ratio of Mz,f before and after the pulse is

Sf .

M
ss
cw is the steady state of the magnetization established after a long period of continuous-

wave irradiation of the restricted pool.

M
ss
cw =












M0,f(R1,rkf + R1,rR1,f + R1,fkr + WR1,f)

R1,rR1,f + R1,rkf + R1,fkr + WR1,f + Wkf

M0,r(R1,rR1,f + R1,rkf + R1,fkr)

R1,rR1,f + R1,rkf + R1,fkr + WR1,f + Wkf












(3.16)

Using these equations one can solve for the steady-state magnetization of a periodic

pulse sequence using the relation

M(t + TR) = M(t). (3.17)

For example, a period from a simplified version of the MTSPGR sequence could be de-

scribed in three steps: instantaneous saturation of the free pool due to the MT pulse, instan-

taneous saturation of the free pool by the excitation pulse, and a period of continuous-wave

irradiation of the restricted pool of duration TR. Combining these yields the equation

M = Fcw(S2S1M, TR). (3.18)

where S1 and S2 are fractional saturation matrices due to the MT and excitation pulses

respectively.

The observed magnetization Mxy,f is given by

Mxy,f = cS1,fM
ss
z,f sin θ (3.19)
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where θ is the flip angle of the excitation pulse and c is a constant reflecting other factors

such as proton density and equipment sensitivity. Solving equations (3.18) and substituting

the result into (3.19) yields for the case of (TD → 0) after some simplification

Mxy,f =
c(E1 − 1)(E2 − 1)(λ2 − λ1)S1,fM

ss
z,f sin θ

(E1 − 1)(SfE2 − 1)(λ2 − λ1) + (Sf − 1)(E2 − E1)(λ2 − R1,f − kf)
(3.20)

where λ1,2 are the eigenvalues of Acw given by

λ1,2 =
1

2
(R1,f + kf + R1,r + kr + W )

±1

2

√

(R1,f + kf + R1,r + kr + W )2 − 4(R1,fR1,r + kfR1,r + R1,fkr + R1,fW + kfW )

with E1 = e−λ1t and E2 = e−λ2t.

For the RP variant of the MTSPGR signal equation the approximate pulse sequence has

the following steps: instantaneous saturation of the free pool from the MT and excitation

pulse, continuous-wave irradiation of the restricted pool for a period τ/2, a period TR− τ

of free precession, and finally another period of continuous-wave irradiation of duration

τ/2. Combining all of these steps and solving for M as before yields an expression for the

steady-state magnetization that is, while cumbersome to write out in full, straightforward

to compute.
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Chapter 4

Field variations and quantitative imaging

INTENSITY non-uniformity is the smooth intensity variation often seen in MR images

caused by such factors as RF excitation field inhomogeneity [93], non-uniform recep-

tion coil sensitivity, poor slab selection profiles in 3D acquisitions, as well as electrody-

namic interactions with the object often described as RF penetration and standing wave

effects [15]. In modern MRI scanners these variations are often subtle enough that they are

difficult to detect by visual inspection; however, the accuracy of quantitative measurements

is affected. This is particularly true of T2 measurements, in which bias accumulates with

each echo, and of MT measurements, where the rate of saturation is proportional to the

square of the RF field strength.

Initial efforts at correcting intensity non-uniformity were based on physical models or

external measurements of the field variations [93, 26]; however, these methods are not

sufficiently accurate to improve upon modern volumetric scans, such as those produced

of the brain using a birdcage coil. Instead, recent efforts have focused on data driven

strategies [28, 95, 157, 139] based on statistical definitions of image uniformity. Howev-

er, statistical methods are unable to distinguish between intensity non-uniformity and true

anatomical variation that may resemble the artifact. Moreover, these statistical approach-
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es at best yield the true image to within a multiplicative scale factor and hence are not

compatible with quantitative measurements.

In order to compensate for this artifact one needs to consider the mechanisms by which

it arises. For example, slab selection profile effects can often be eliminated in quantitative

measurements by careful pulse sequence design. In contrast, excitation field variations

affect most kinds of quantitative measurement and can seldom be eliminated by careful

design. Means of compensating for these variation are described in subsequent chapters.

However before proceeding, an investigation into the mechanisms and manifestations of

these variations is presented. A more mathematical treatment of this subject is given in

Appendix A.

4.1 Theory of field variations and imaging

In this section, a physical model of intensity non-uniformity that has sufficient accuracy to

predict the variations in a 1.5 T scanner using circularly polarized coils is developed and

validated for a simple geometry. While this geometry is too simple to accurately predict

the variations in individual anatomical scans, it is sufficient to investigate a number of

observations and hypotheses: (i) the widely made assumption that the data is corrupted by

a smooth multiplicative field is accurate for images without a T1 weighting; (ii) the pattern

of intensity variation is highly dependent on the shape of the object being scanned; and

(iii) elliptically shaped objects produce a diagonal pattern of variation when scanned using

circularly polarized coils.
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4.1.1 Methods

Modeling the RF excitation field and reception sensitivity

For simplicity, an analytic approach is used to investigate the effect of eccentric geome-

try on intensity non-uniformity. This treatment considers a long homogeneous dielectric

cylinder with elliptic cross section excited by a circularly polarized field perpendicular to

the cylinder axis. Interaction with the RF coil is neglected and far from the cylinder the

excitation field (B1) is assumed to be uniform. The propagation of electric and magnetic

fields in dielectric media is governed by the equations:

∇2
E = µε

∂2
E

∂t2
+

µ

ρ

∂E

∂t
(4.1)

∇× E =
∂B

∂t
, (4.2)

where E and B are the electric and magnetic fields respectively, µ is the magnetic perme-

ability, ε is the permittivity, and ρ is the resistivity of the media. The magnetic field B1 is

assumed to be oriented perpendicular to the cylinder axis while the electric field is oriented

parallel. In addition, the solutions for the real vector fields E and B are assumed to vary

sinusoidally in time at an angular frequency ω such that

E = Re

{

Ez ẑejωt
}

(4.3)

B = Re

{

(Bxx̂− jByŷ)ejωt
}

. (4.4)

Solutions to this problem for the cases of circular and elliptic cylinders are given in [47]

and [135] (Appendix A) respectively.

A so-called circularly polarized excitation field is created by driving two orthogonal

linearly polarized coils 90◦ out of phase such that the field components that contribute to

the MR signal add constructively. In general, the field produced by a linearly polarized coil

will vary in magnitude and direction within the object such that the combined field from
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the two coils can have arbitrary elliptic polarization. This elliptically polarized field can be

decomposed into a (+) rotating field, which causes the excitation, and a typically weaker

(-) counter-rotating field that does not [150]. The orientation of this (+) rotating field with

respect to the driving field can be interpreted as a phase shift, which is referred to here as a

geometric phase shift.

In general, the individual field components will be complex to reflect the phase delays

caused by currents induced in the object. Geometric and inductive phase shifts combine to

determine the local phase of the excitation field within the object as follows:

B
+ = Bxx + jByx − jBxy + Byy . (4.5)

where the notation Byx refers to the magnetic field in the y direction produced by a coil

aligned along the x axis. While this derivation is based on two linearly polarized coils

aligned with the x and y axes, the result is general for any combination of coils producing

a circularly polarized field. Hence, it can used to predict the field pattern of a birdcage coil

or a pair of linearly polarized coils not aligned with the x and y axes.

The same solutions for the field components apply when orthogonal coils are used for

reception. However, the geometric phase shifts caused by reception cancel with those of the

excitation field [93] whereas the phase shifts due to induced currents accumulate. Hence,

the reception sensitivity is given by

R
+ = R0(Bxx − jByx + jBxy + Byy) , (4.6)

where R0 is a scale factor reflecting the sensitivity of the coil.

Images produced by a spin echo sequence are simulated using the derived excitation

field and reception sensitivity. The signal measured for a spin echo pulse sequence is given

by [47]

S = ρR+SSE (4.7)
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SSE = sin3

(

π

2

|B+|
Bm

)

exp(j arg(B+)) , (4.8)

where ρ is the spin density, SSE is the emitted signal, S is the measured signal, and Bm

is the nominal field strength needed to produce a 90◦ flip-angle. This derivation neglects

relaxation and assumes complete recovery of the magnetization between repetitions.

Phantom studies

To validate the theoretical model of intensity non-uniformity, two 40cm long plastic cylin-

drical containers were constructed with elliptic and circular cross sections respectively. The

circular cylinder has an inside diameter of 17.5cm, while the elliptic cylinder has major and

minor diameters of 20cm and 15cm. Each cylinder was filled with various concentrations

of NaCl solutions made from deionized water.

The conductivity and permittivity of each solution was computed based on the concen-

tration of NaCl using data from [101]. The quantities of NaCl were 1.38g/L, 2.83g/L, and

58.2g/L, or roughly 24mM, 48mM, and 100mM, producing resistivities of 4.0Ωm, 2.0Ωm,

and 1.0Ωm respectively. These resistivities span the range typical of biological tissues [15]

at frequencies around 64MHz. At this frequency, the relative permittivity of water is essen-

tially unchanged from its D.C. value of εr = 80, which is comparable to that of brain [133]

at 64MHz. In addition to NaCl, a small quantity of MnCl2 was added to each solution

to bring its concentration to 97µM so as to reduce T1 relaxation times to approximately

910ms. Experiments using long repetition times (TR = 30s) showed no measurable change

in intensity non-uniformity after addition of MnCl2.

For the experiments, the cylinders were aligned axially with the isocentre of the body

coil of a 1.5T Siemens Vision MRI scanner and scanned transversally using a B1 field

mapping sequence [151] as well as a standard spin echo sequence. All images were ac-

quired at 2mm in-plane resolution and 6mm slice thickness. The spin echo sequence
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(TR/TE = 8s/14ms) had sufficiently short TE and long TR that relaxation can be ne-

glected. The field mapping sequence is a stimulated echo technique (90◦ − τe/2 − 90◦ −

τ1 − α − τ2 − 90◦ − τe/2 − acquire where τe/τ1/τ2/TR = 36ms/60ms/8ms/1s) which

yields a series of images whose intensities are related by

Si = a cos bαi . (4.9)

The parameters a and b are computed at each voxel by a non-linear least squares fit to the

flip angles αi and complex image values Si. Images were acquired at α = 0◦, 40◦, . . . , 400◦.

The resulting parameter map b is proportional to the excitation field strength, while the pa-

rameter map a is roughly proportional to spin density.

4.1.2 Results

Simulated spin echo images

Once the expressions for excitation field and reception sensitivity have been evaluated they

can be used to simulate an imaging sequence. A simulated spin echo image for an elliptic

geometry having µ = µ0, εr = 80, and ρ = 2 Ωm is shown in Figure 4.1. Also shown are

the corresponding excitation field and reception sensitivity.

It should be noted that the pattern of non-uniformity in the spin echo image resembles

neither the excitation field nor the reception sensitivity. This is caused by the apparent

reversal of the excitation field to produce the sensitivity map. However, close inspection of

the phase images for the two cases reveals that the excitation field and reception sensitivity

maps differ by more than a reversal. In particular the geometric phase in the two cases is

opposite while the inductive phase lag, dominant in this medium, remains unchanged.

Due to the symmetry of the elliptic shape, the magnitude of the excitation and reception

sensitivity maps differ only by a reversal of the y axis. However, the resulting spin echo
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image is not symmetric as reception sensitivity makes a stronger contribution to image

non-uniformity than does excitation field variation.

field magnitude contours

excitation field B+ reception sensitivity R+ spin echo image

field direction vectors

Figure 4.1: Simulated spin echo images with nominal 90◦ and 180◦ flip-angles. Contours

are at 5% of mean intensity. For the spin echo image the direction vectors can be interpreted

as the phase of the complex image.

Comparison with phantom studies

The experimental data admits two types of comparisons with the theoretical model: a di-

rect comparison of the measured excitation field with that predicted, and a comparison of

the measured spin echo image with that simulated from the predicted excitation field and

reception sensitivity.
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Before any comparisons were made all of the measured data was first automatically

registered [24, 25] with the spin density map of the corresponding simulated image by lin-

ear transformation. A common mask was defined for each pair of images by automatically

thresholding each image based on its histogram [104], taking the intersection of the two

masks, and eroding it by 2mm. The RMS difference between two images was then com-

puted within the common mask and expressed as a percentage of the mean intensity in the

simulated image.

Figure 4.2 shows the excitation fields measured in the elliptic cylinder for each of the

three NaCl solutions. Also shown are the predicted field patterns and the differences be-

tween the measured and predicted results. The prediction of a diagonal pattern of non-

uniformity is confirmed by these experiments. When the gray scale of the difference image

is expanded, it reveals minor and largely random differences between the measured and

predicted images. The accuracy of the results for the circular cylinder is essentially the

same.

The accuracy of the model at predicting the measured images was quantified by com-

puting the root-mean-square (RMS) difference between the two. In all cases, the RMS

difference was less than 2% and did not increase as the severity of the non-uniformity

increased.

Figure 4.3 shows the measured and predicted spin echo images for the two geometries

and three solutions. The pattern of variations in these images is more complicated and the

variations are more severe owing to the contribution of the reception sensitivity. Note that

the orientation of the diagonal pattern in the elliptic case is reversed with respect to the

excitation field map. The RMS difference between measured and predicted images was

1%-2%.
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Figure 4.2: Comparison of predicted and measured excitation fields B+ in an elliptic phan-

tom for three levels of resistivity. The normalized intensity scale for each image is 0.8

to 1.2 except for the difference images which are -0.05 to 0.05.

4.1.3 Discussion

By modeling the electromagnetic interactions with the subject during excitation and recep-

tion from first principles, one can account for almost all of the intensity non-uniformity

observed in volumetric scans at 1.5 T. This agreement is achieved in spite of making no ex-

plicit assumptions of a coil producing the fields. While this is reasonable for a head sized

object in a body coil, one can expect that smaller coils such as a head coil would produce
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Figure 4.3: Comparison of predicted and measured spin echo images for each level of

resistivity. The normalized intensity scale for each image is 0.8 to 1.2.

some variations caused by their interaction with the object. However, in either case elec-

tromagnetic interaction with the object is the primary cause of intensity non-uniformity.

Hence, the use of equation (4.7) is justified, and verifies that non-uniformity is correctly

modeled as a smooth multiplicative field for proton density imaging sequences. However,

for other imaging sequences that depend on relaxation, the term SSE in equation (4.7) will

depend on the relaxation rates and will not in general be spatially smooth for inhomoge-

neous media.

It has been shown here that an elliptic geometry imaged using a circularly polarized coil
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produces a diagonal intensity non-uniformity pattern qualitatively similar to the quadrapole

artifact observed with a linearly polarized coil. Although, one would expect the circularly

symmetric pattern seen for circular objects to generalize to an elliptically symmetric pat-

tern for elliptic objects, in the elliptic case the two linear fields interact with the media

differently, leading to asymmetric intensity variations that do not cancel in the combined

field. Such asymmetry could be incorrectly attributed to right-left hemisphere differences

in a sensitive statistical analysis based on neurological scans of a population. Furthermore,

since the orientation of this diagonal pattern is determined by the orientation of the objec-

t and not the orientation of the coil, one can expect that non-uniformity patterns will, in

general, be correlated with anatomy and hence will also be present in averages of multiple

scans.

Inspection of the experimental results for the elliptic case would suggest that the recep-

tion sensitivity is the mirror image of the excitation field pattern. However, the theoretical

results show a more subtle relationship. In particular, for conductive objects there is a dis-

tinction between the phase delays associated with induced currents and those inherent in

imaging the object in the absence of conductivity. Accounting for excitation and reception,

the latter phase terms cancel while the former do not, thereby leading to the non-uniformity

pattern in the spin echo image being more complicated than either the excitation or recep-

tions fields.

An important implication of this lack of cancellation is that for arbitrarily shaped con-

ductive objects, measurement of the excitation field is not sufficient to predict the pattern of

variations in the resulting image. In addition, since electrodynamic interaction significantly

affects the reception sensitivity, neither measurement of the sensitivity in the absence of the

subject nor scanning of a standard phantom is sufficient to predict the variations in a given

subject. Furthermore, these variations will be present irrespective of the uniformity of the
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field produced by the unloaded coil. As has been shown, the variation can be predicted by

an electrodynamic model provided it takes into account the pulse sequence, geometry, and

resistive and permittive properties of the subject.

4.2 Measuring field variations

Although the pattern of field variations has a complex dependence on the geometry of

the object, the pattern of variations is stable for a given set of experiments with a fixed

geometry. Hence, the artifact can be compensated for in quantitative studies by measuring

the field variations as part of the study. This is true of both main magnetic field variations

(B0) and RF field variations (B1). A method of measuring each of these is described in

what follows. These measurements are incorporated into the analysis that is described in

subsequent chapters.

4.2.1 Measuring the main magnetic field

B0 maps were acquired using a standard shifted readout phase difference technique [134]

employing a gradient echo readout (TR = 53 ms). This sequence is illustrated schemati-

cally in Figure 4.4. The two acquisitions are identical except that the timing of the readout

is shifted by 4.48 ms while keeping the repetition period TR constant. A 4.48 ms shift was

chosen based on a lipid resonance shift of 223 Hz at 1.5 T. This 223 Hz shift corresponds

to a 2π phase shift which brings the lipids in phase with adjacent water in the image. In

practice, the chemical shift of lipids may vary, thus biasing the field map in these regions.

Another difficulty is that B0 variations greater than 223 Hz require unwrapping of the re-

sulting phase map. None of the studies presented in this thesis required phase unwrapping.
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frequency encoding

slice select

RF excitation

TR

λTD

(1−λ)TD

Figure 4.4: Pulse sequence schematic for B0 measurements. Images are acquired with and

without the delay TD added to the echo time. The two sequences correspond to λ taking

the value 0 or 1 while the repetition period TR remains constant.

The B0 map is calculated as follows

B0 =
arg I2 − arg I1

2πTD
(4.10)

where I1 and I2 are the complex image intensities and TD is the echo shift (4.8 ms). The B0

obtained by this calculation is the difference (in Hz) between the resonance frequency and

the carrier frequency used to demodulate the measured signal, which is typically the same

as the transmitter carrier frequency. Hence, B0 maps will be shifted by a constant offset

if the transmitter frequency changes between acquisitions. In addition, pulse sequences

employing strong field gradients can create eddy currents in the magnet that may cause

subtle shifts in the apparent field strength. In such situations a more precise field map can

be obtained by modifying the sequence in question to have a shifted readout as is shown

for the pulse sequence in Figure 4.4.
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4.2.2 Measuring the RF field

Although a variety of B1 field mapping sequences have been proposed [143, 151], a new

scheme was implemented for this work based on a fast spin echo readout so as to provide

an appropriate balance between acquisition time and image quality while avoiding the er-

rors associated with slice selective pulses. This pulse sequence is shown schematically in

Figure 4.5. It consists of a non-selective rectangular pulse followed after a period τ/2 by a

standard fast spin echo readout consisting of a slice selective π/2 pulse and a series of slice

selective spin echo π pulses with spacing τ . The sequence is repeated with the flip angle

of the rectangular pulse twice that in the first acquisition. Crusher gradients are chosen so

as to only retain signal from the longitudinal component of the magnetization following

the rectangular pulse. A map of the B1 field is computed from the ratio of the two images

where y = I2/I1 the ratio of the image intensities is related to the flip angle η1 of the

rectangular pulse for the first image by

η1 = cos−1
(

y

4
± 1

4

√

y2 + 8
)

. (4.11)

Normalizing the computed η1 by its nominal value yields a field map that can then be

used to adjust the nominal pulse angles when analyzing the results of other sequences.

Equation (4.11) can be modified to account for B0 variations; however this factor was

neglected since the resulting correction is small (∼ 1% for a frequency shift of 100 Hz). A

nominal flip angle for η1 of 33◦ was used throughout; the TR was 2 s, corresponding to a

2.5 minute scan for a 256× 256 matrix.

While this approach allows one to rapidly acquire single slice B1 field maps with a

minimum of artifacts, it does not generalize well to multi-slice acquisitions. This is be-

cause T1 recovery between the rectangular pulse and the π/2 excitation pulse biases the

field estimate. In the case of single slice acquisitions this period is extremely short and can
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Figure 4.5: Pulse sequence schematic for B1 measurements. The sequence is repeated

twice with η1 = 33◦ and η2 = 66◦.

be ignored; however, if multiple slices are acquired in an interleaved fashion following a

single rectangular pulse this delay can be significant. An alternative [151], that addresses

this limitation is to use a stimulated echo sequence in place of the spin echo. Since the stim-

ulated echo can be encoded with a field gradient, this encoding can be used to distinguish

signal modulated by the field strength from the unmodulated signal due to T1 recovery.
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Chapter 5

Relaxometry of the free pool

ACCURATE measurements of the relaxation and exchange rates in a magnetization

transfer experiment depend upon accurate measurements of the relaxation prop-

erties of the free water protons. Conventional T2 relaxation measurements on a binary spin

bath system yield the T2 of the free pool (T2,f ) directly, whereas conventional relaxometry

measurements of T1 yield an apparent T1, which is the longer of the two T1 recovery rates

exhibited by the system. While only one of T1 and T2 needs to be measured independently

since the relaxation properties of the free pool can be partially determined from an MT

experiment, measuring both allows one to assess the validity of the MT model. In the case

of white matter, an independent T2 measurement allows one to resolve a second, smaller,

pool of free water protons that biases the estimates of T2,f derived from the MT data.

In this chapter, a method for measurement of the T2 and the apparent T1 (T1,obs) of

the free pool is described. While these relaxometry techniques are well established, the

approach described here is novel for its use of B1 and B0 field maps to improve the accuracy

of the measured relaxation times.
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5.1 Quantitative T2 measurements
The following manuscript appeared in Magnetic Resonance in Medicine, vol. 43, no. 4,

pp. 589–593, April 2000.

Correction for B1 and B0 variations in

quantitative T2 measurements using MRI

JOHN G. SLED AND G. BRUCE PIKE

Abstract: A new method is described for compensating for the bias introduced by vari-

ations in radio-frequency (RF) field strength and main magnetic field strength when

making quantitative T2 measurements using MRI. Field measurements made during

the MRI study are used in combination with a signal model for off-resonance and im-

perfect RF pulses to correct the estimated T2 value at every voxel. Applicable to both

multi-component and conventional single component T2 studies, the method has been

validated experimentally using paramagnetic salt solutions in a multi-compartment

phantom. Studies of the human head are used to demonstrate the method in practice.

Keywords: T2 relaxation, quantitative imaging, magnetic resonance imaging

5.1.1 Introduction

Quantitative T2 measurements using MRI have the advantage, as compared to standard T2-

weighted scans, of being independent of the specifics of the acquisition parameters facilitat-

ing direct comparisons among populations [148] and longitudinal studies. Such techniques

can also yield information about multiple T2 components and provide greater pathological

specificity in some applications [85, 160]. However, T2 often varies subtly between tis-
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sues such that systematic errors caused by B1 and B0 field inhomogeneity are an important

concern. Flip angle errors and off-resonance pulses tend to result in underestimates of T2

when using standard multi-echo quantitative techniques. This problem is aggravated by the

tendency to use long trains of closely spaced echoes so as to be sensitive to a wide range of

T2 values when imaging heterogeneous media.

A number of authors have described techniques to reduce the effect of pulse imperfec-

tions, either through spoiling of unwanted echoes [34, 115] or by reducing the sensitivity

of the inversion pulses to B1 and B0 variations [78]. These latter techniques usually forgo

the use of slice selective inversion pulses so as to eliminate problems caused by incom-

plete inversion of spins at the edge of the slice profile. The most common inversion pulse

for reducing the effect of B1 variations is the 90x–180y–90x rectangular composite pulse.

Composite pulses of arbitrary complexity can be created to reduce sensitivity to field vari-

ations; however, these higher order composite pulses tend to be long, increasing both the

echo time and power deposition. While one might expect the accuracy of T2 measurements

to continue to improve as new MRI scanners with better field uniformity are produced,

much of the field variation is due to electromagnetic interaction with the subject [135] and

hence inherent to the measurement technique.

In this communication, we describe a refinement of the standard technique for quanti-

tative T2 imaging in which we correct for B1 and B0 field variations. This is accomplished

by rapidly acquiring B1 and B0 field maps along with the T2 relaxation measurements and

using these maps to correct the estimates of T2. This technique can be used in combination

with other techniques such as spoiling and composite inversion pulses that reduce the effect

of these variations.

Another technique has been described previously for correcting for B1 and B0 varia-

tions [86] in which a uniform phantom is used to map the attenuation of each echo. These
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maps are then used to choose the starting conditions for an iterative numerical technique

which estimates T2, B1 and B0 at each voxel. However, since in combination with efficient

spoiling, the dominant effect of B1 and B0 variations is to attenuate the echoes in a man-

ner indistinguishable from T2 decay, the estimates of B1 and B0 are poorly constrained for

small field variations. We overcome this in our approach by measuring these fields directly

during acquisition.

5.1.2 Methods

Theory

In a pair of papers, Majumdar et al. described the effect of B1 and B0 variations on quan-

titative T2 measurements [87, 88] using multi-echo sequences. This approach is based on

treating the ensemble of spins undergoing inversions as a system having j = 1 angular mo-

mentum [13, 149]. Using the notation M−1, M0, M+1 to denote the transverse defocusing,

longitudinal, and transverse refocusing states respectively, matrices describing the rotation

of a magnetization vector M = [ M−1 M0 M+1 ]T about the y and z axes are given by

Rz(ϕ) =












e−iϕ 0 0

0 1 0

0 0 eiϕ












(5.1)

Ry(β) =












cos2(β/2) − 1√
2
sin β sin2(β/2)

1√
2
sin β cos β − 1√

2
sin β

sin2(β/2) 1√
2
sin β cos2(β/2)












(5.2)

where ϕ and β are the rotation angles in radians.

A conventional CPMG technique viewed from a reference frame rotating at the reso-

nance frequency consists of a π/2 rotation about x followed by a series of ±π rotations
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about y and results in only the −1 or +1 states being occupied. However, for arbitrary

pulse angles a mixture of states is present at every step. The goal of the various spoiling

strategies for T2 measurements is to spatially dephase the components resulting from un-

wanted transitions. For this work we make the approximation that spoiling is efficient such

that only the transitions between−1 and +1 states contribute to the measured signal. Under

this approximation, a pulse angle error or resonance shift results in a fractional attenuation

of the measured signal with every inversion. For example, an on-resonance inversion pulse

of angle β corresponds to a rotation about the y axis which from equation (5.2) results in

an attenuation of the signal by sin2(β/2).

The signal measured at the nth echo of a multi-echo experiment, taking into account

the attenuation due to the inversion, can be written as

Sn = S0e
−nτ/T2fn = S0e

−nτ/T2+n ln f (5.3)

where τ is the time between echoes, and f is the attenuation factor. An exponential fit to

the measurements {Sn} yields an apparent T2,obs related to the true T2 by

T2 =

(

1

T2,obs
+

ln f

τ

)−1

(5.4)

By solving this equation for T2,obs and expanding the result as a series up to order (1− f)2

T2,obs = T2 −
T 2

2

τ
(1− f) + O(1− f)2 , (5.5)

it is apparent that since f < 1 and (1− f) is small, T2 will be underestimated as a result of

the attenuation. This error becomes worse as T2,obs increases and echo time decreases. We

compensate for this error by computing f based on measurements of B1 and B0 and using

equation (5.4) to correct the observed T2.

For on-resonance pulses, the attenuation due to composite rectangular pulses is straight-

forward to compute using combinations of rotations. The furthest off-diagonal elements
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corresponding to the −1 to +1 transition of the resulting matrix is the attenuation fraction

f .

In the case of off-resonance pulses, in a reference frame rotating at the carrier frequency

of the pulse, one needs to account for an effective B0 field experienced by the spins [88].

Suppose for a rectangular pulse of duration t and nominal flip angle α the spins rotate by

an angle δ about an axis inclined at an angle φ from the direction of the main magnetic

field, z in our coordinate system. Then δ and φ are given by

δ =
√

α2 + (2π∆t)2 (5.6)

φ =
π

2
− tan−1

(
2π∆t

α

)

, (5.7)

where ∆ is the frequency offset in Hz. For a rotation δ about an arbitrary axis expressed in

spherical coordinates with polar angle φ and azimuth ϕ, the corresponding rotation matrix

can be expressed as series of y and z rotations

R(δ, ϕ, φ) = Rz(ϕ)Ry(φ)Rz(δ)Ry(−φ)Rz(−ϕ) . (5.8)

Using this expression to compute the attenuation factor for a hard inversion pulse with

rotation matrix R(δ, π
2
, φ) yields

f = 2 cos δ cos4(φ/2)− 2 cos δ cos2(φ/2) +
1

2
sin2φ . (5.9)

The corresponding matrix for a 90x–180y–90x composite pulse

R(δ/2, 0, φ)R(δ, π/2, φ)R(δ/2, 0, φ) (5.10)

yields an attenuation factor which is, while cumbersome to write out in full, easily comput-

ed numerically.

The effect of these computed attenuation factors on a typical experiment are illustrated

in Figure 5.1. The plots show the observed T2 as either the offset frequency of the pulse
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or the pulse angle are varied. The calculations are for a 32 echo CPMG sequence with

an 11 ms echo spacing and either 1 ms rectangular pulses or 2 ms composite rectangular

pulses. The true T2 is 120 ms. Frequency offsets of 50-100 Hz and B1 variation of 10%–

20% are typical for clinical imaging at 1.5 T.
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Figure 5.1: Observed T2 for a multi-echo experiment when the true T2 is 120 ms and (a)

the offset frequency is varied and (b) the pulse angle is varied. The solid and dashed lines

are for rectangular and composite pulses respectively.

Experiments

To validate the method experimentally, we implemented a 32 echo CPMG sequence with

crusher gradients for each inversion pulse alternating in sign and decreasing in magni-

tude [115], illustrated schematically in Figure 5.2. Two versions of the sequence were used,

one with non-selective 1 ms rectangular pulses, the other with non-selective 2 ms composite

pulses. An echo spacing of 11 ms and a repetition time of 2 s were used throughout.

Although a variety on B1 field mapping sequences have been proposed [143, 151],

we implemented a new scheme based on a fast spin-echo readout so as to provide an ap-
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Figure 5.2: Sequence of RF excitation, gradient, and data acquisition steps for the quantita-

tive T2 sequence. The crushing gradients in the slice direction alternate in sign and decrease

in magnitude with each echo.

propriate balance between acquisition time and image quality while avoiding the errors

associated with slice selective pulses. The pulse sequence consisted of a non-selective rect-

angular pulse followed after a period τ/2 by a standard fast spin-echo readout consisting

of a slice selective π/2 pulse and a series of slice selective spin-echo π pulses with spacing

τ . The sequence is repeated with the flip angle of the rectangular pulse twice that in the

first acquisition. Crusher gradients are chosen so as to only retain signal from the longi-

tudinal component of the magnetization following the rectangular pulse. A map of the B1

field is computed from the ratio of the two images where y = I2/I1 the ratio of the image

intensities is related to the flip angle η1 of the rectangular pulse for the first image by

η1 = cos−1
(

y

4
± 1

4

√

y2 + 8
)

. (5.11)

Normalizing the computed η1 by its nominal value yields a field map that is used to scale

the nominal inversion pulse angle α in equations (5.6) and (5.7). Equation (5.11) can be

modified to account for B0 variations; however this factor was neglected since the resulting

correction is small (∼ 1% for a frequency shift of 100 Hz). A nominal flip angle for η1

of 33◦ was used throughout; the TR was 2 s, corresponding to a 2.5 minute scan for a
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256× 256 matrix.

B0 maps were acquired using a standard shifted readout phase difference technique

[134] employing a gradient echo readout (TR = 53 ms). A readout shift of 4.48 ms be-

tween the two acquisitions was chosen based on a lipid resonance shift of 223 Hz at 1.5 T.

As a result, resonance shifts greater than 223 Hz require unwrapping of the phase map.

None of our studies required phase unwrapping. Both the B1 and B0 field maps were

smoothed using a tensor cubic B spline approximation with 20 mm between knots.

To test the correction method, a cylindrical phantom with inside diameter 17.5 cm and

40 cm in length, having four inner compartments, was prepared with various concentrations

of MnCl2 solution. The one outer and four inner compartments were prepared to have T2

relaxation times of roughly 120 ms, 30 ms, 60 ms, 90 ms, and 150 ms respectively, based

on the empirically determined relation

1

T2
≈ (73 s−1mM−1)

[

Mn++
]

. (5.12)

Also, each solution was prepared with a 48 mM concentration of NaCl so as to dampen its

dielectric resonance. This concentration corresponds to a conductivity of 0.5 m−1Ω−1, a

level typical for tissue [15, 135].

The cylinder was scanned using a standard circularly polarized head coil along a trans-

verse slice at the isocentre of the magnet, and 40 mm from the centre of the coil. To

demonstrate the application of the method, two additional scans were performed on normal

volunteers. One was along a coronal slice angled perpendicular to the long axis of the hip-

pocampus, 15 mm from the centre of the coil and magnet; the second was a sagittal slice

40 mm from the centre of the coil and magnet.
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5.1.3 Results

The results of each T2 experiment were analyzed using a non-linear least squares fit at each

voxel of a simple exponential function with two degrees of freedom. The resulting T2 maps

were then corrected using equation (5.4) and the smoothed B1 and B0 maps acquired in the

same session. The uncorrected and corrected parameter maps for the cylindrical phantom

are shown in Figure 5.3. Also, shown are profiles taken along a line through each parameter

map. As shown, the correction makes a substantial change in both the mean T2 and overall

uniformity. While the uniformity of parameter map is improved for both rectangular and

composite pulses, the corrected parameter map for composite pulses is clearly superior.

The resonance shift for this experiment varied by 40 Hz from the edge to the centre of the

cylinder. The RF field strength varied from 0.91 to 1.2, with the maximum at the bottom

right of the image.

The effect of correction was quantified for the cylindrical phantom by computing s-

tatistics on each of the five compartments. The mean and coefficient of variation were

computed within each manually segmented region. The results are tabulated in order of

decreasing concentration of [Mn++] in Table 5.1. Note that the corrected rectangular pulse

data was more uniform than the uncorrected composite pulse data, while the corrected com-

posite pulse data was superior overall. Also, the expected trend of 30 ms, 60 ms, . . . 150 ms

closely follows the mean T2 values for the corrected composite pulse data.

The computed T2 parameter maps before and after correction are shown for the brain

studies using composite pulses in Figure 5.4. Also, shown are difference images with an

expanded intensity scale to highlight the corrections. While the correction makes large

changes to the T2 values outside the brain, there are also smaller corrections within the

brain of note. In particular, for the coronal slice the correction is 15–20 ms at the base

of the temporal lobe on the right and 3–5 ms within the hippocampi. Also, for the shown
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Figure 5.3: Quantitative T2 images for the cylindrical phantom before and after correction.

Also shown are intensity profiles along the white line for each case.

Table 5.1: Average T2 for cylinder compartments before and after correction. The fourth

row corresponds to the outer compartment.

rectangular pulses composite pulses

before after before after

T2 (ms) COV T2 (ms) COV T2 (ms) COV T2 (ms) COV

27.5 3.4% 30.7 1.8% 30.2 4.6% 33.1 1.9%

50.6 4.4% 58.4 1.5% 51.2 6.5% 62.7 1.8%

72.0 9.7% 84.1 3.1% 71.3 11.9% 89.8 1.7%

81.1 19.0% 101.4 5.6% 91.3 13.6% 107.2 3.0%

97.8 12.2% 131.8 6.2% 99.1 14.5% 145.8 2.3%
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sagittal slice, the correction is 10–15 ms at the base of the cerebellum and 5–10 ms along

the dorsal surface of the brain. The range of field variations within the brain for these

studies was about 100 Hz in B0 and from 0.75 to 1.03 in B1, with the greatest deviations

near the ends of the coil.

uncorrected corrected difference ×10

Figure 5.4: Quantitative T2 images in brain before and after correction. The intensity scale

is 0 to 200 ms for the T2 images and 0 to 20 ms for the difference images.

5.1.4 Discussion and conclusion

We have described a refinement to the usual method of making quantitative T2 measure-

ments, in which the bias introduced by variations in the B1 and B0 field strength is com-
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pensated for directly. While quantitative corrections tend to be subtle, they improve the

accuracy and reproducibility of sensitive studies. Since the pattern of field variations de-

pends both on the shape and composition of the subject and its position within the coil, the

pattern of bias may vary significantly between subjects and with subsequent measurements,

thus increasing the variability of uncompensated T2 measurements.

Since the bias introduced by field variations decreases with increasing echo spacing,

one can reduce its effect by increasing the echo spacing to be just short enough to observe

the T2 species of interest. However, maximizing the echo spacing may not be an option

when scanning subjects having a number of tissues of interest and a range of T2 relaxation

times. This is also the case in tissues exhibiting multi-exponential behaviour where a short

and long T2 component are expected in the same voxel. The correction method described

here can be used with multi-T2 analysis techniques by correcting each T2 component sepa-

rately.

While our analysis has been derived for non-selective inversion pulses, the approach can

be generalized to described the slice selective inversion pulses used in multi-slice protocols

by integrating the contribution from each off-resonant element in the slice profile. However,

unless the portion of the inversion pulse’s slice profile which intersects with the slice profile

of the excitation pulse remains flat as B1 field strength varies, there will not be a simple

mapping between true and observed T2.

It is clear from the cylindrical phantom results that the correction method makes a sub-

stantial improvement in the uniformity and bias of T2 measurements. However, some resid-

ual non-uniformity remained in the rectangular pulse data after correction. We attribute this

to unwanted transitions not fully suppressed by the spoiling technique. These additional

terms cause the echoes amplitudes to deviate from a simple exponential decay. Accounting

for these terms for more than a few echoes is complex and depends on the details of the
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spoiling strategy. While we found that even when neglecting these terms the corrected rect-

angular pulse data was more uniform and accurate than the uncorrected composite pulse

data, it is clearly desirable to use this technique in combination with composite pulses.

In our studies on human subjects we found that the correction made a substantial dif-

ference throughout the brain when using rectangular pulses. For the composite pulse data

only a few areas, where the field variations were strongest, were substantially changed.

However, given that these field variations are generally difficult to predict, it is beneficial

when making sensitive quantitative measurements to measure the fields and eliminate this

unwanted source of variation.

5.2 Quantitative T1 measurements

As part of the quantitative MT protocol described in the next chapter, an independent mea-

surement of the apparent T1 was used to constrain the relaxation and exchange param-

eters estimated from the MT data. Acquired using a standard Look-Locker multi-echo

sequence [16, 169] with TE / TR = 12 ms / 2 s, this pulse sequence consisted of a non-

selective composite 90x–180y–90x inversion pulse followed after a period TI1 by N = 4

small angle slice selective excitation pulses. The data was analyzed using a two parameter

least-squares fit yielding T1 and a scaling parameter.

Using the notation of Brix et al. [16], the signal equation for the Look-Locker sequence

is as follows. Take α and β to be the flip angles of the inversion and excitation pulses

respectively. Defining cβ = cos β, E2 = exp(−TI2/T1), and F = (1 − E2)/(1 − cβE2)

the longitudinal magnetization before the nth excitation pulse (1 ≤ n ≤ N ) is given by

Mn = Meq[F + (cβE2)
n−1(Q− F )] (5.13)

where Q is the quotient M1/Meq defined below, TI2 is the interval between excitation
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pulses, and Meq is the equilibrium magnetization. The quotient is given by

Q =
FcαcβErE1[1− (cβE2)

N−1] + cαE1(1− Er)− E1 + 1

1− cαcβErE1(cβE2)N−1
(5.14)

where cα = cos α, E1 = exp(−TI1/T1), Er = exp(−tr/T1), and tr is the interval between

the last excitation pulse and the subsequent inversion pulse.

Since the measured signal is proportional to Mn, T1 can be estimate by fitting equa-

tion (5.13) to the signal recovery curve at each voxel with Meq as a free parameter. A

difficulty with this approach is that it requires signed data while MR tends to be either

complex or magnitude only. In an ideal experiment the phase of subsequent points on the

decay curve should be the same allowing for the change of sign; however, in practice the

phase of subsequent points may drift. Assuming the accumulated drift is less than π and

that TI1 << T1 for a given recovery curve, the drift can be compensated for by first nor-

malizing the measurements at a given voxel such that the first is real and negative. The

values of Mn can then be computed from the normalized complex measurements Sn as

Mn = sign (Re{Sn}) |Sn| . (5.15)

In designing the T1 measurement protocol using a Look-Locker sequence one needs to

choose the timing parameters TI1, TI2, and TR, as well as the values of N and β. TI1

and TI2 should be chosen as short and as long as possible respectively. The repetition

period TR is chosen on the basis of the available scanning time and the anticipated T1 of

the subject. The precision of the T1 estimates drops rapidly as the T1 exceeds TR. As

the number of excitations increases the rate of signal recovery decreases thus reducing the

precision with which longer T1 species can be measured. Conversely, reducing the number

of excitations while increasing the interval between excitations reduces the precision with

which short T1 species can be measured. If one has an estimate of T1 in advance these

tradeoff favour choosing a short TR and few excitations so as to save scan time. There is a
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similar tradeoff between SNR and signal recovery rate in choosing the excitation flip angle

β. A flip angle of 20◦ degrees has been proposed as a suitable compromise [169].

Variation in the flip angles of both the inversion pulse and the excitation pulses lead to

systematic errors in the estimate T1. While one can account for this by estimating the flip

angles from the recovery curves [169], these additional free parameters reduce the preci-

sion of the T1 estimates. Instead, one can make an independent measurement of B1 and B0

and correct the flip angles directly. In the case of the excitation pulse, B0 variations result

in a shift of the slice profile and can hence be ignored. The effect of B1 variations on the

excitation pulses can be approximated for small flip angles and/or small field variations as

a simple scaling of the flip angle β. For the non-selective inversion pulse, one can account

for both B0 and B1 variations using the formalism described in section 5.1.2. The mag-

netization starts in the M0 state and undergoes the rotations described by equation (5.10).

The faction of the magnetization that remains in the M0 state corresponds to cos α in equa-

tion (5.14). It should be noted that for this case the result is equivalent to that obtain using

conventional rotation matrices based on the Bloch equations.
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Figure 5.5: Excitation profile for Look-Locker T1 sequence.

A second consideration in making accurate T1 measurements is the slice profile of the

excitation pulse. For example, if there is a discrepancy between the desired and actual

profile such as is shown in Figure 5.5 then T1 will tend to be overestimated. Using nu-

merical simulations of the Look-Locker sequence taking into account the slice profile, one

can generate the recovery curves for a range of T1 values. Based on the known T1 and the

simulated recovery curves, one can estimate β from equation (5.13) as a function of T1. In

practice, the β estimated in this manner is nearly independent of T1 [129]. Hence substitut-

ing this value of β for the nominal value of β in equation (5.13) compensates for the bias.

For the case shown in Figure 5.5, the nominal flip angle is β = 20◦ and the corrected value

is β = 17.95 ± 0.03◦ over the range 0.2 s ≤ T1 ≤ 3 s. The apparent T1 before and after

correction is plotted in Figure 5.6.

In summary the pulse sequence that was used for T1 measurements as part of the quan-

titative MT protocol had the parameters: β = 20◦; N = 4; TI1 = 15 ms; TI2 = 495 ms;

TE = 12 ms; and TR = 2 s. The resulting T1 estimates were compensated for B1 and
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Figure 5.6: Flip angle compensation for slice profile effects in estimating T1.

B0 variation using the measured field maps and corrected for slice profile imperfections by

adjusting β.

71



Chapter 6

Magnetization transfer imaging

IN this chapter (based on [137]) a novel imaging technique is described that yields all

of the observable properties of the binary spin bath model. The application of this

method is demonstrated for in vivo studies of the human head. In Chapter 3, different

acquisition protocols and signal models used in estimating the parameters of the spin bath

model were compared. Based on that analysis, a protocol was designed for in vivo human

imaging, which is presented here.

6.1 Theory

The binary spin bath model is formulated as a set of coupled differential equations where

the behaviour of the free pool is described by a modified version of the Bloch equation that

includes exchange of longitudinal magnetization. The restricted pool is described by an

equation for the inverse spin temperature using the Redfield–Provotorov theory [50]. While

the field strength and irradiation power in a clinical scanner are such that the restricted

pool should be treated in the Provotorov limit where the Zeeman and dipolar terms in the

Hamiltonian have their own associated spin temperatures, the experiments with agar gel
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described in Chapter 3 [138] as well as NMR experiments with in vitro tissue [97] suggest

that the dipolar terms can be safely neglected. The coupled set of differential equations for

the spin bath model in a reference frame rotating at a frequency offset ∆ from resonance

are as follows:

dMx,f

dt
= −Mx,f

T2,f
−∆My,f − Im(ω1)Mz,f (6.1)

dMy,f

dt
= −My,f

T2,f
+ ∆Mx,f + Re(ω1)Mz,f (6.2)

dMz,f

dt
= R1,f (M0,f −Mz,f)− kfMz,f + krMz,r + Im(ω1)Mx,f − Re(ω1)My,f (6.3)

dMz,r

dt
= R1,r(M0,r −Mz,r)− krMz,r + kfMz,f −WMz,r (6.4)

where the subscripts f and r denote the free and restricted pools and the subscripts x, y, and

z denote the various components of a magnetization vector. The excitation field strength

ω1 = γB1 is complex and time varying for general pulses with a circularly polarized coil.

By definition, kr = kf/F where F = M0,r/M0,f is the ratio of the pool sizes.

The transition rate W for the saturation of the restricted pool for CW experiments in

the absence of B0 field gradients is given by

W = πω2
1G(∆) (6.5)

where G is the lineshape function for the restricted pool and ∆ is the frequency offset from

resonance of the irradiation. The Gaussian lineshape used in Chapter 3 to model the solid

component in gels is replaced here by a super-Lorentzian lineshape which is appropriate

for tissues [11, 97]. The lineshape function is given by

G(2π∆) = T2,r

∫ 1

0

1

|3u2 − 1| exp

(

−2
(

2π∆T2,r

3u2 − 1

)2
)

du . (6.6)

While this expression has a singularity at resonance, other interactions not represented

limit its height [158] to an extent that the effect on the restricted pool of the small angle

on-resonance pulses used in the imaging experiments is negligible.
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To adapt equation (6.5) for the pulsed irradiation typical of an imaging experiment, the

lineshape is interpreted as the real part of a complex susceptibility function corresponding

to the impulse response of the restricted pool. Since the time lag in the response of such a

system is comparable to T2,r, this delay is neglected and equation (6.5) is taken to be the

time varying transition rate for pulses at an offset frequency ∆.

6.2 Parameter estimation

While equations (6.1) – (6.5) accurately describe the behaviour of the magnetization during

a pulsed imaging experiment, the computational complexity of solving these differential

equations does not lend itself to rapid estimation of the various model parameters. To

contend with this complexity, a number of approximations have been developed that allow

one to derive a closed form expression for the signal from a pulsed imaging experiment

in which the magnetization system is in a steady state, or more precisely a state in which

the time evolution is periodic with the repetition period of the pulses. The speed at which

this closed form solution can be computed allows rapid estimation of the model parameters

using a curve fitting technique and makes quantitative imaging using the complete 2 pool

spin bath model feasible.

A general method for deriving the signal from an MT-weighted pulsed imaging exper-

iment was presented in Chapter 3. Here the focus is restricted to spoiled gradient echo

sequences in which shaped off-resonance saturation pulses producing MT contrast are in-

terleaved with small angle on-resonance excitation pulses that are used for gradient echo

imaging. A schematic of the pulse sequence used in the imaging experiments is shown in

Figure 6.1. For this sequence, the effect that both the off-resonance MT pulses and the

on-resonance pulses have on the free pool is approximated as an instantaneous fractional
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saturation of the longitudinal magnetization Mz,f . This saturation fraction, which is denot-

ed Sf , is computed by numerically solving the Bloch equations in the absence of exchange

and T1 recovery and retaining only the fraction of the longitudinal magnetization that re-

mains after the pulse. While at first glance this may seem no more efficient than solving the

complete set of differential equations directly, this approach uncouples the direct saturation

of the free pool from the exchange process thus allowing one to compute the values of Sf in

advance for a particular pulse and a range of T2,f . The second advantage of this approach,

which becomes apparent after explaining the model of the restricted pool, is in facilitating

the steady-state solution of the differential equations.

acquisition

phase encoding

frequency encoding

slice select

RF excitation

TR

on-resonance

excitation pulse

shaped off-resonance�
MT pulse

Figure 6.1: An MT-weighted spoiled gradient echo pulse sequence with shaped off-

resonance saturation pulses.

In modeling the restricted pool the effect of the on-resonance excitation pulses is ne-

glected and the effect of the off-resonance saturation pulses is modeled in terms of a rect-

angular pulse of equivalent offset frequency and power. Using these approximations the

pulse sequence is broken down into periods of free-precession, off-resonance irradiation at

constant power, and instantaneous saturation of the free pool. The decomposition of the
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MT-weighted imaging sequence into such periods is shown in Figure 6.2. During each

period, the differential equations reduce to a first order system of equations with constant

coefficients so that the solution is readily computed without resorting to numerical meth-

ods. Solving these equations under the condition that the time evolution is periodic with

the repetition period yields a closed form solution for the signal measured when the system

has been driven to a steady state.

shaped off-resonance 
MT pulse

acq

TR

RF

on-resonance

excitation pulse

free precession

CW irradiation

instantaneous saturation

free pool

restricted pool

Figure 6.2: Decomposition of the MT-weighted imaging sequence into periods of free-

precession, off-resonance irradiation at constant power, and instantaneous saturation of the

free pool. The saturation of the free pool due to the MT and excitation pulses has been

combined.

Having derived a signal equation for the experiment, the process of parameter estima-

tion is one of choosing a number of combinations of pulse power and offset frequency at

which to measure MT-weighted images and then fitting the signal equation at every voxel

by choosing the tissue parameters that most closely match the signal equation to the experi-

mental data. Since MT-weighted measurements alone do not constrain all of the parameters
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of the model [64], an independent measurement is made of the apparent relaxation rate Robs
1

of the system using the inversion recovery type experiment described in section 5.2. Robs
1

is the longer of the two apparent relaxation rates for the system and is related to R1,f by

equation (3.10) reproduced below

R1,f =
Robs

1

1 +









[

kf

R1,f

]

(R1,r − Robs
1 )

(R1,r − Robs
1 ) + kf/F









.

Since MT experiments of this kind are largely insensitive to R1,r this parameter was set to

1 s−1 with an uncertainty of ±1 s−1 for the purpose of error calculations.

The parameter estimation for the experiments is done on a voxel by voxel basis using a

simplex optimization technique [116] to fit the experimental data. To speed the computa-

tion, adjacent voxels are used in choosing the starting point of the optimization and lookup

tables are employed for repetitive expensive calculations such as the computing of Sf and

the super-Lorentzian lineshape function.

6.3 Experiments

While in principle one needs only four MT-weighted images and a T1 measurement to

constrain the five tissue parameters of the spin bath model, in practice such considerations

as ensuring a unique solution, verifying the accuracy of the model, and determining the

consistency of the data demand more measurements. Since one of the goals of this study

was to validate the method, 60 MT-weighted images were collected per study from which

the model parameters were derived. Based on the experience with agar gel, a protocol

was selected with MT saturation at offset frequencies between 234 Hz and 80 kHz at two

different pulse powers. In addition, two sequences were used with two different MT pulse
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durations so as to further constrain the estimates of kf . The complete set of MT-weighted

acquisitions in the protocol is summarized in Table 6.1.

Table 6.1: MT-weighted pulse sequence parameters.

protocol TR
excitation

pulse angle

MT pulse

angles

MT pulse

duration

logarithmic

frequency steps

I 25 ms 7◦ 142◦, 710◦ 10.3 ms 20

II 50 ms 10◦ 347◦, 1388◦ 30.7 ms 10

Each MT-weighted pulse sequences was designed with 10 s of initial pulsing to drive

the system to steady state before the data were acquired (with four signal averages). Since

the theory is based on relative saturation, an image was also acquired without MT saturation

(with eight signal averages) that was used to normalize the MT-weighted images.

For quantitative imaging it is important to correct for spatial variations in B1 and B0.

To account for these variations, a B1 field map was acquired in each session using the

spin echo technique described in section 4.2.2. This map was used to correct the MT

pulse angles throughout the image. Since the estimates of T2,f are largely determined by

the images weighted by MT saturation near the resonance frequency, it is important for

the precision of these estimates to control for variations in B0. This is particularly true

of imaging systems in which the transmitter frequency is typically set based on the signal

from the whole volume in the absence of field gradients. This frequency can be significantly

shifted with respect to the resonance frequency observed during an imaging sequence with

strong crushing gradients. To account for this shift, B0 was measured using the phase
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difference technique described in section 4.2.1 based on a modified version of the MT-

weighted imaging sequence that has the same pattern of crushing gradients and hence eddy

current effects as the MT imaging sequences. These B0 measurements were then used to

shift the offset frequency of the MT pulses in the signal equation on a voxel by voxel basis.

In addition to the MT and field map measurements, Robs
1 was measured using the tech-

nique described in section 5.2. This data was analyzed using a two parameter fit after

correcting the inversion and excitation pulses for B1 variations and compensating the exci-

tation pulses for slice profile effects [129]. For completeness, an independent measurement

of T2,f was made using a 32 echo spin-echo sequence (TE / TR = 10 ms / 2 s). These

measurements were compensated for B1 and B0 variations using the technique described

in section 5.1 [136]. All data was acquired with 2 mm in-plane resolution on a 7 mm thick

slice using a 1.5 T clinical MRI system (Siemens Medical Systems, Erlangen GDR).

6.3.1 Validation

To validate the method, experiments were conducted on various concentrations of agar gels

as well as a sample of uncooked beef using the imaging protocol described in the previous

section. In addition to the imaging experiments, a similar experiment was performed in

which a linear field gradient was turned on during the saturation pulses [138, 144]. While

this procedure yielded the same information as the imaging experiment, it allowed data to

be collected from a homogeneous sample at a large number of offset frequencies in a single

measurement. The results of the agar experiments were reported in Chapter 3 and are not

repeated here. The agreement of the agar results with published data from NMR experi-

ments [64] establishes the validity of the imaging methodology. Uncooked beef was chosen

for validation purposes because it can be obtained in relatively homogeneous samples that

facilitate the use of the field gradient technique and because it exhibits a super-Lorentzian
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lineshape that is typical for tissue.

6.3.2 In vivo experiments

For the in vivo experiments, two normal subjects and a patient with relapsing / remitting

multiple sclerosis were scanned using the complete imaging protocol (35 minutes per sub-

ject). Each scan was analyzed on a voxel by voxel basis to yield parametric images for

all of the model parameters. In addition, for each subject representative regions of grey

and white matter where identified on the Robs
1 image. Two lesions were also identified on

the scan of the MS patient. The first was a large lesion known to be older than 21 months

(based on proton-density-weighted images acquired twice a year prior to this study). The

second was a smaller and newer lesion that had appeared during the previous 1 to 9 months.

6.4 Results

6.4.1 Validation results

The fit of the signal equation to the MT data from uncooked beef is shown in Figure 6.3.

In this data, a super-Lorentzian lineshape was used to model the restricted pool. The large

number of frequency offsets is due the use of the linear gradient. Since the curves are

plotted on a logarithmic scale in frequency and the gradient is linear, the sampling appears

non-uniform. In fact the data was collected at three different gradient strengths to provide

complete coverage of the frequency spectrum. Data was also collected at three different

pulse powers rather than the two used in the imaging experiments.

As seen from Figure 6.3, the signal equation accurately predicted the behaviour of the

system. The super-Lorentzian shape, which largely determines the lineshape of the curves

for large frequency offsets, yielded a close fit for this data as compared to Gaussian or
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Lorentzian lineshapes, which produced substantial deviations. As with the agar data, the

T2 estimated from the MT data was lower than that derived from a mono-exponential fit to

the spin-echo data. However, the explanation here is likely more straight forward as muscle

is known to have multiple free water T2 components [63]. A T2 spectral analysis [159] of

the spin echo data yielded free water components at 25 ms and 55 ms. It is likely that both

T2,f and T obs
2 values reflect a different weighted average of these two water components.

TR = 25ms, 10.24 ms pulses TR = 50ms, 30.72 ms pulses
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RMS error: 0.026 (frequency offsets > 800 Hz)

Figure 6.3: A fit of the signal equation to data from MT-weighted gradient echo scans with

pulsed irradiation at various offset frequencies and powers. These results are for uncooked

beef and take into account the super-Lorentzian lineshape typical of the restricted pool in

tissue. The parameter estimates are derived from a simultaneous fit to all of the data shown.
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6.4.2 In vivo results in normals

Parameter images for a transverse slice through the brain of a normal subject are shown

in Figure 6.4. The parameter images for T2,f and R1,f showed the contrast normally seen

in T2-weighted and T1-weighted scans respectively. It is of note that there was a subtle

contrast of approximately 2 µs seen between grey and white matter in the T2 of the restrict-

ed pool (T2,r). The fractional pool size F , as expected, was larger in white matter than in

grey matter, consistent with the view that the fractional pool size should be correlated with

myelination. The fractional pool size seen for white matter was not uniform, with larger

values seen across the corpus callosum and in the frontal lobes. The kf image showed

similar contrast to the F image. An alternate formulation of the model is to express mag-

netization exchange as the product of an exchange constant and the concentrations of the

two pools [64]. Computing the ratio of kf to F suggested that this exchange constant was

nearly the same for grey and white matter.

Parameter estimates derived from selected regions of grey and white matter in two

normal subjects are given in Table 6.2. The white matter regions of interest for both subjects

were selected in the frontal lobes; the grey matter was selected from the caudate nucleus

in the first subject and from the cortex in the second. The cortical grey matter sample

may have been contaminated by partial volume effects given the relatively large voxel size.

As before, a discrepancy was seen between the two measures of T2,f . The larger difference

seen in white matter is likely due to a second free water component with a T2 between 20 ms

and 40 ms [85]. The MT-weighted measurements along with the fit of the signal equation

for the two regions of interest in the first subject are shown in Figure 6.5. The residual

errors for these fits were 2.6% and 2.7% for white and grey matter respectively. The high

SNR in these measurements means that most of the residual error is due to systematic errors

or limitations of the model.
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kf F

Figure 6.4: Parameter images derived from fitting the signal equation to a series of MT-

weighted images of a normal subject.
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Figure 6.5: The signal equation fit to in vivo measurements from regions of white matter

(a) and grey matter (b) in a normal subject. The residual errors for these fits were 2.6% and

2.7% for white and grey matter respectively.
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Table 6.2: Parameter estimates for grey and white matter derived from selected regions in

two normal subjects. The error estimates are for a 95% confidence interval derived from

the residual error in the fit of the signal equation.

subject 1 subject 2

caudate

nucleus

frontal white

matter

cortical grey

matter

frontal white

matter

kf 2.2 ±1.0 s−1 4.6 ±1.3 s−1 2.4 ±0.8 s−1 4.3 ±1.0 s−1

F 0.056 ±0.010 0.152 ±0.023 0.072 ±0.013 0.161 ±0.025

R1,f 0.99 ±0.16 s−1 1.8 ±0.3 s−1 0.93 ±0.2 s−1 1.8 ±0.3 s−1

T2,f 55 ±8 ms 31 ±5 ms 56 ±8 ms 37 ±8 ms

T2,r 9.7 ±1.6 µs 11.8 ±1.3 µs 11.1 ±1.3 µs 12.3 ±1.6 µs

Robs
1 0.99 ±0.14 s−1 1.72 ±0.25 s−1 0.95 ±0.20 s−1 1.7 ±0.2 s−1

T obs
2 93 ±5 ms 79 ±4 ms 92 ±3 ms 82 ±4 ms

6.4.3 In vivo results in an MS patient

Parametric images derived from a scan of an MS patient are shown in Figure 6.6. On this

slice, several lesions are visible, characterized by a smaller fractional pool size, a smaller

exchange rate, longer relaxation times in the free pool (T1,f and T2,f ), and shorter spin-spin

relaxation times in the restricted pool (T2,r). Two lesion were identified on the R1,f im-

age (see arrows on Figure 6.6) and used to define regions of interest. Parameter estimates

derived from these regions of interest along with those for selected regions of normal ap-

pearing grey and white matter are given in Table 6.3. The second lesion, the newer of the

two, is closer in its properties to white matter, whereas the first has a significantly reduced
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fractional pool size and longer T2,f .

�


F kf R1,f

T2,f T2,r

Figure 6.6: Parameter images for a patient with multiple sclerosis. Two lesions have been

indicated by arrows on the R1,f (= 1/T1,f) parameter image. These are characterized by

a smaller fractional pools size (F ), a smaller exchange rate (kf ), longer relaxation times in

the free pool (T1,f and T2,f ), and shorter spin-spin relaxation times in the restricted pool

(T2,r).

85



Table 6.3: Parameter estimates from four ROIs on a scan of an MS patient.

cortical grey

matter

frontal white

matter

lesion 1

(21+ months)

lesion 2

(1–9 months)

kf 2.6 ±1 s−1 4.9 ±1.3 s−1 2.7 ±0.7 s−1 3.6 ±0.8 s−1

F 0.068 ±0.011 0.15 ±0.02 0.094 ±0.015 0.12 ±0.02

R1,f 0.89 ±0.1 s−1 1.78 ±0.4 s−1 1.26 ±0.3 s−1 1.52 ±0.2 s−1

T2,f 62 ±11 ms 38 ±7 ms 51.5 ±9 ms 43 ±6 ms

T2,r 9.6 ±1.4 µs 11.4 ±1.4 µs 10.9 ±1.4 µs 10.3 ±1.1 µs

Robs
1 1.67 ±0.34 s−1 0.89 ±0.09 s−1 1.23 ±0.22 s−1 1.46 ±0.12 s−1

T obs
2 85 ±4 ms 91 ±4 ms 120 ±5 ms 98 ±5 ms

6.5 Conclusion

In summary, the method described allows, for the first time, the quantitative in vivo imag-

ing of all the observable parameters of the binary spin bath model. Specifically, this yields

the fractional size of the restricted pool, the magnetization exchange rate, the T2 of the

restricted pool as well as the relaxation times of the free pool. These are physically in-

dependent parameters with the potential to give new information about tissue composition

and structure. Their interpretation is discussed further in the following chapter.
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Chapter 7

Discussion and conclusions

7.1 Quantitative magnetization transfer imaging

MULTIPLE sclerosis is one of several conditions for which magnetization trans-

fer may provide improved pathological specificity. However, the conventional

approach of computing MT ratios limits the interpretation of these results. An MT ratio

experiment yields a single point on a curve such as those shown in Figure 6.3 and reflects

a complex combination of the various relaxation and exchange properties. Moreover, the

values measured in such an experiment, while typically reproducible, cannot be compared

between various protocols and sites [9] because the measured signal depends strongly on

the pulse sequence details and experimental conditions. By modeling the phenomenon and

compensating for experimental factors such as field variations and eddy current effects, it

has been shown here that one can derive properties that have a physical interpretation and

are comparable with published values from model systems.

In the case of agar gel, there is good agreement between the results of the new method

and the published results of Henkelman et al. [64] (compare Table 3.1 and the results with-

out dipolar terms in Table 3.4). While the properties of agar differ in a number of respects
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from those of tissue, the experiments on uncooked beef confirm that the pulsed MT model

also provides a close fit for tissues. In the case of in vivo measurements of brain tissue, the

published data is limited. Chai et al [22] reported the fractional pool size to be three times

larger in white matter and 50% smaller in grey matter than the values reported here. Howev-

er, since the model used was based on a Lorentzian lineshape for the restricted pool, it is not

clear that this comparison is meaningful. A more comparable experiment is that of Morri-

son et al. [97] in which a similar NMR experiment, taking into account the super-Lorentzian

lineshape of the restricted pool, was performed on excised bovine brain tissue. These re-

sults were presented in terms of the lumped parameters [kf/F ], [kf/R1,f ], [(R1,fT2,f )
−1],

and [T2,r]. On average, the ratios [kf/F ] and [kf/R1,f ] measured here were 25% larger than

those reported for bovine grey and white matter. The values of [(R1,fT2,f)
−1] determined

here were 30% lower for white matter but in agreement within the error bounds for grey

matter. For both white and grey matter, the T2,r found here agreed within the margin of

error with the reported values. While one can speculate as to what experimental factors

could account for these differences, they may attributable to biological differences alone.

An issue that challenges the physical interpretation of the results is the validity of the

model. In particular, the binary spin bath model does not take into account the multiple

free water T2 components observed in white matter [85]. To address this issue, Stanisz et

al. [142] have described a four pool model in which two free water components exchange

magnetization with their respective restricted pools and with each other. Using a 2D NMR

technique combining MT weighting and spectral T2 measurements, the parameters of this

model were determined for bovine optic nerve. In their findings, the free water component

with the shorter T2, roughly 30% of the total water, exchanges rapidly with its restricted

pool. In an MT experiment, this rapid exchange manifests itself through exchange between

the free water pools as increased indirect saturation of the long T2 free water component.
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A means of reconciling the two models is to view the two pool model as a projection

of the four pool model. In fact, the four pool model is likely itself a simplification of a

more complete model having many compartments and exchange pathways. In this view,

the fractional pool size represents a weighted sum of the various restricted pools present.

Given that the time for the two free pools to equilibrate is approximately 200 ms [156]

while steady-state conditions in the experiment take several seconds to be established, one

can assume that the two free pools are near equilibrium throughout the experiment when

the frequency of the irradiation is sufficiently offset from resonance to avoid oscillatory

behaviour (ie. greater than about 200 Hz for the human imaging protocol described here).

Moreover, the two pool simplification may not introduce significant error since the role

that the short T2 free water component plays in the pulsed MT experiments is small. Given

that the exchange rate is large enough that the free and restricted pools equilibrate between

saturation pulses and that these pulses are relatively short and intense, the amount of satu-

ration observed has more to do with the size of the pools than the exchange rates. Since the

fractional size of the short T2 free pool is typically 15% in human white matter [85] and

the associated restricted pool is perhaps 20% of this amount, the magnetization that can be

drawn though this pathway with each repetition, which is at most 3%, is small compared to

the 15% observed here as the fractional size of the restricted pool.

In principle, one would like a complete characterization of the relaxation properties

of all of the water and macromolecular species present as well as the rates at which they

exchange. However, the number of measurements needed to acquire a two or more dimen-

sional spectrum of data at every voxel is incompatible with the time constraints of clinical

imaging. The spectrum of MT data acquired using the imaging protocol is in a sense a

projection of this multi-dimensional measurement space just as T2 spectral analysis yield-

s a projection along another axis. While this may be insufficient for the general case of
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an arbitrary combination of water and macromolecular species, in practice one can take

advantage of in vitro studies as well as an understanding of the structure and chemistry

to correctly interpret the results of such experiments. Tissues such as white matter are

believed appropriate for study in this manner.

7.2 Future work

The logical direction for this work on quantitative MT imaging to proceed is to apply the

methodology to the study of clinical conditions, and in particular multiple sclerosis (MS).

For example, a number of authors [32, 38, 45, 83, 94, 109] have reported small reductions in

MTR values for normal appearing white matter in MS patients; however, the interpretation

of these changes in terms of edema, demyelination, and axonal damage remains uncertain.

Scanning of these patient along with normal subjects using the quantitative MT protocol

would allow for the respective distributions of the relaxation and exchange properties to

determined. Combining these results with an analysis of the T2 data, the differences could

then be interpreted in terms of both: changes in the properties and concentrations of the

free and restricted pools; and changes in the properties and concentrations of intra / extra

cellular water and myelin water [85].

While a number of clinical questions can be addressed using the existing MT imaging

methodology, a comprehensive investigation of the pathology of MS will require further de-

velopment of both the theory and implementation. First among these developments should

be the implementation of a protocol with whole head coverage within perhaps one hour of

scan time. Such a protocol would allow for a detailed longitudinal study of MS patients in

which one could retrospectively analyse [39, 52, 110, 111] the MT properties of regions of

normal appearing white matter that subsequently developed into lesions.
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In designing a whole head protocol, one would need advanced readout techniques, such

as multi-shot spiral or segmented EPI, that allow for an 8 or 10 fold decrease in the scan

time per slice. Given that the multiple signal averages currently acquired translate directly

into multiple slices in a 3D acquisition, the MT-weighted measurements could be acquired

with 32 slices without increasing the total scan time. Using a similar strategy, the other

pulses sequences in the protocol could be generalized to multiple slices with only a modest

increase in scan time. This increase could be recovered by optimizing the sampling strategy

to reduce the number of MT-weighted measurements that are acquired.

A second aspect of the methodology to develop is a more rigorous theoretical basis

for the interpretation of MT and T2 data in which more than one free water component is

present. While one can argue that the additional free water component in white matter does

not invalidate the MT model, these arguments are based on the known and hypothesized

properties of the different pools as well as the conditions under which the experiments are

conducted. If the data could be analysed in a manner that took into account both the T2 and

MT properties, these assumptions could be relaxed, potentially broadening the number of

applications and experimental designs to which the theory could be applied.

7.3 Summary and conclusions

Magnetization transfer imaging is an MRI technique that generates contrast dependent up-

on the phenomenon of magnetization exchange between semi-solid macromolecular pro-

tons and water protons. This technique has the ability to image in vivo semi-solids, such

as protein matrices and cell membranes, whose magnetization dies away too quickly to be

imaged directly. Preliminary in vitro and in vivo results suggest that MT quantification

may allow characterization of the pathologically heterogeneous lesions of multiple sclero-
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sis (MS) by providing a measure of demyelination. However, MT imaging, as currently

applied, is only a semi-quantitative technique that reflects a complex combination of tissue

and experimental parameters in addition to MT.

The thesis describes a novel quantitative MT imaging technique based on a two pool

model for magnetization exchange. The combination of a new signal equation for pulsed

MT experiments, efficient parameter estimation, compensation for excitation field non-

uniformity, and precise relaxometry allows images to be formed of the intrinsic properties

that characterize the MT phenomenon. Specifically, this approach yields parametric images

of the fractional size of the semi-solid pool, the magnetization exchange rate, the spin-spin

relaxation rate of the semi-solid pool as well as the relaxation times of the water protons.

Validated experimentally on agar gels and in vitro tissue samples, the application of the

method is demonstrated on normal subjects and a patient with multiple sclerosis.

Quantitative MT imaging when used in combination with existing techniques such as

T2 spectral analysis allows for a new and more detailed in vivo examination of tissue struc-

ture. If current theories of magnetization transfer in white matter are upheld, this approach

could provide a means of measuring specific pathological features of disease load and pro-

gression in MS patients and thus have a significant impact upon the design and statistical

power of future therapeutic trials. The developed methodology provides a general tool for

quantitative MRI based tissue characterization with potential applications in a diverse range

of diseases.
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Appendix A

Radio frequency field variations

The following manuscript appeared in IEEE Transactions on Medical Imaging, vol. 17,

no. 4, pp. 653–662, 1998.
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Standing-wave and RF penetration artifacts

caused by elliptic geometry: an electrodynamic

analysis of MRI

JOHN G. SLED AND G. BRUCE PIKE

Abstract: Motivated by the observation that the diagonal pattern of intensity non-

uniformity usually associated with linearly polarized radio-frequency (RF) coils is of-

ten present in neurological scans using circularly polarized coils, a theoretical analysis

has been conducted of the intensity non-uniformity inherent in imaging an elliptically

shaped object using 1.5T magnets and circularly polarized RF coils. This first prin-

ciples analysis clarifies, for the general case of conducting objects, the relationship

between the excitation field and the reception sensitivity of circularly and linearly po-

larized coils. The results, validated experimentally using a standard spin echo imaging

sequence and an in vivo B1 field mapping technique, are shown to be accurate to within

1%-2% rms, suggesting that these electromagnetic interactions with the object account

for most of the intensity non-uniformity observed.

Keywords: Intensity non-uniformity, magnetic resonance imaging, RF field inhomo-

geneity, shading artifact.

A.1 Introduction

Intensity non-uniformity is the smooth intensity variation often seen in MR images caused

by such factors as inhomogeneous RF excitation [93], non-uniform reception coil sensitiv-

ity, eddy currents driven by field gradients [132], as well as the electrodynamic interactions
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with the object often described as RF penetration and standing wave effects [15]. In modern

MRI scanners using circularly polarized head or body coils that produce nominally unifor-

m fields, these variations are often subtle enough that they are difficult to detect by visual

inspection. However, the increasing use of automatic segmentation techniques, which as-

sume homogeneity of intensity within each tissue class, has driven interest in correcting

this artifact [28, 95, 100, 157, 139], as it can significantly degrade their performance.

A number of authors have conducted theoretical analyses of the excitation field (B1)

and reception sensitivity variations that contribute to image intensity non-uniformity. This

kind of analysis is greatly simplified by treating the excitation field as static and using

the Biot-Savart law to compute magnetic field strength by integrating the contributions

of nearby currents [93, 99]. While this approach simplifies the modeling of complicated

coil shapes, it neglects penetration and standing wave effects that are present under the

true dynamic conditions. As main magnetic field strength B0 increases, the MR resonant

frequency increases and the wavelength of the excitation B1 field decreases. Hence, the

approximation of a quasi-static excitation field, which is equivalent to assuming very long

wavelengths, becomes less valid at higher field strengths.

The results of an analysis assuming static fields will at best match measurements made

by placing a small pickup coil within the unloaded RF coil. Birdcage head coils have

been measured in this manner to have in-plane uniformity with as little as 1% variation1

when operating at 64 MHz (suitable for a standard 1.5 T magnet). However, since image

intensity variations of 20% are often observed at this field strength, a model that predicts

1% variation is clearly unsatisfactory.

Initial attempts at dynamic modeling of MR excitation [15, 89] predicted that pene-
1Field variation is given as the ratio of the range of field strengths to their mean computed over the volume

of interest.
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tration effects would significantly degrade performance at frequencies above 30MHz. As

64MHz (1.5T) machines have since become standard for clinical imaging, these predictions

were clearly overly pessimistic. It has been suggested [132, 124] that this discrepancy is

due to insulating structures in biological tissue that prevent large current loops from form-

ing. However, calculations by Glover et al. [47] show substantially greater field penetration

that has been confirmed by experiments with a cylindrical phantom at 64MHz. A similar

calculation by Zypman [171], taking into account the influence of the RF coil, arrived at

the same solution for the field within a cylindrical phantom. Analysis of this kind predicts

image intensity variations of 10% to 20% in a head size structure, which is consistent with

typically observed values. The magnitude of these variations suggest that electrodynamic

interactions, rather than other effects such as deficiencies in the scanner, are the primary

cause of intensity non-uniformity for 1.5 T machines.

A difficulty with analytic modeling is that closed form solutions are only available for

simple geometries. Finite elements offer a more flexible approach to dynamic modeling

of complicated structures. The problem of modeling the excitation field within the human

head has been treated by a number of authors [133, 155, 70]. S̆imunić et al. [133] make the

approximation of quasi-static conditions outside the head in modeling the fields generated

by a linearly polarized saddle coil at 64MHz. The results of these simulations have been

validated in vivo using the dual flip-angle technique described in [143]. Similar measure-

ments [143] using a birdcage (circularly polarized) head coil did not detect a significant

variation in B1 field strength. These authors did not, however, use their results to predict

the effect that these field variations have on image intensity variations.

In this paper, we investigate the extent to which electromagnetic interactions with the

object account for the intensity non-uniformity observed in standard volumetric scans. To

do so, we develop an analytic solution for the excitation field and reception sensitivity when
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imaging a cylinder with elliptic cross section. In the process, we clarify for the general case

of a conducting object the relationship between the excitation field and the reception sensi-

tivity of a coil. In addition, we investigate the hypothesis that an elliptically shaped object

leads to a diagonal pattern of non-uniformity, even when excited by a circularly polar-

ized coil. Our results are validated with phantom studies using both a standard imaging

sequence and an in vivo B1 field mapping technique.

A.2 Methods

A.2.1 Modeling the excitation field and reception sensitivity

While a variety of experimental and numerical approaches are available to investigate the

effect of eccentric geometry on intensity non-uniformity, an analytic approach is used here

for simplicity.

This treatment considers a long homogeneous dielectric cylinder with elliptic cross

section excited by a circularly polarized field perpendicular to the cylinder axis. Only

regions far from the ends of the cylinder are considered, interaction with the RF coils is

neglected, and far from the cylinder the excitation field (B1) is assumed to be uniform. The

propagation of electric and magnetic fields in dielectric media is governed by the equations:

∇2
E = µε

∂2
E

∂t2
+

µ

ρ

∂E

∂t
(A.1)

∇×E = −∂B

∂t
, (A.2)

where E and B are the electric and magnetic fields respectively, µ is the magnetic perme-

ability, ε is the permittivity, and ρ is the resistivity of the media. The magnetic field B1 is

assumed to be oriented perpendicular to the cylinder axis while the electric field is oriented

parallel. In addition, the solutions for the real vector fields E and B are assumed to vary

97



sinusoidally in time at an angular frequency ω such that

E = Re

{

Ez ẑejωt
}

(A.3)

B = Re

{

(Bxx̂− jByŷ)ejωt
}

. (A.4)

Suppose the cross section of the ellipse is as shown in Figure A.1a with major and

minor radii rx and ry respectively. Let 2l be the interfocal distance given by

l =
√

r2
x − r2

y . (A.5)

This geometry is simply expressed in a coordinate system formed from confocal ellipses

and hyperbolas such that the radial and circumferential elliptic coordinates ξ and η are

related to the Cartesian coordinates by:

x = l cosh ξ cos η (A.6)

y = l sinh ξ sin η (A.7)

z = z . (A.8)

Lines of constant ξ are ellipses, while lines of constant η are hyperbolas. Some examples

are shown in Figure A.1b.

This change of coordinates is one-to-one for ξ > 0 and −π < η ≤ π and can be

inverted as follows

r1 =
√

(x− l)2 + y2 (A.9)

r2 =
√

(x + l)2 + y2 (A.10)

ξ = cosh−1
(

r1 + r2

2l

)

(A.11)

η = sign(y) cos−1
(

r2 − r1

2l

)

. (A.12)

Using equations (A.3) and (A.4), equations (A.1) and (A.2) can be rewritten in elliptic
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Figure A.1: Elliptic cylinder geometry and corresponding coordinate system.

coordinates as

1
1
2
l2(cosh 2ξ − cos 2η)

(

∂2Ez

∂ξ2
+

∂2Ez

∂η2

)

+
∂2Ez

∂z2
+ k2Ez = 0 (A.13)

B =
j

ωl
√

1
2
(cosh 2ξ − cos 2η)

(

∂Ez

∂η
ξ̂ − ∂Ez

∂ξ
η̂

)

, (A.14)

where ξ̂ and η̂ are unit vectors in the direction of the respective coordinates. k is the

complex wave number given by k = 2π/λ, where

λ = λ0/
√

εr − j/ωε0ρ (A.15)

λ0 =
2π

ω
√

µ0ε0
. (A.16)

λ is the reduced wavelength in the medium, λ0 is the free space wavelength, ε0 and µ0 are

the permittivity and permeability of free space, and εr = ε/ε0 is the relative permittivity

of the media. While in general εr is complex to account for losses due to bound electrons,

these losses are typically small at the frequencies of interest for MRI. The magnetic per-

meability of biological materials differs little from that of free space [1] so we let µ = µ0.
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Since the cylinder is long, the z dependence of Ez can be ignored. Equation (A.13) is

separable and admits solutions of the form Ez = Ψ(ξ)Φ(η) where Ψ and Φ are solutions

of Mathieu’s circumferential differential equation

d2Φ

dη2
+

(

c− h2

2
cos 2η

)

Φ = 0 (A.17)

and Mathieu’s radial differential equation

d2Ψ

dξ2
−
(

c− h2

2
cosh 2ξ

)

Ψ = 0 . (A.18)

The two solutions Ψ and Φ are linked by c, referred to as the separation constant or Mathieu

characteristic number (MCN). The constant h = lk.

For a given value of h there is an infinite set of discrete MCNs for which the solution

to (A.17) is of period 2π. These solutions come in even and odd varieties referred to as

Sen(h, η) and Son(h, η) respectively, and are analogous to the set of sines and cosines that

are solutions to the problem of a cylinder with circular section. The corresponding solutions

to the radial equation (A.18) are even and odd radial Mathieu functions of the first through

fourth kind. Radial Mathieu functions of the first and second kind, evoked by an elliptic

geometry, are analogous to Bessel functions, evoked by a circular geometry.

The Mathieu functions Se and So can be represented in terms of a sum of sines and

cosines where the coefficients are related by a recurrence relation [2, 5]. The same set

of coefficients is used to compute the corresponding radial Mathieu function expressed in

terms of Bessel functions. The coefficients along with their corresponding MCNs are found

using the non-linear numerical optimization technique described in [5].

The problem of excitation by a circularly polarized coil is treated as excitation by two

linearly polarized coils producing magnetic fields parallel to the x and y axes respectively.

The problem is simplified by assuming, as in [47, 133], that the conditions outside the

cylinder can be treated quasi-statically by taking k to be zero. This is valid provided the
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wavelength λ is much larger than the region of interest. At 64MHz, λ is 4.7m in air but

only 53cm in water; hence the quasi-static approximation is valid outside the cylinder but

not inside for the cases considered in the following sections2.

Taking h = 0, equations (A.17) and (A.18) reduce to the Helmholtz equation and admit

solutions of the form

Ψn(ξ) = e±nξ (A.19)

Φn(η) = cos nη (A.20)

Φn(η) = sin nη . (A.21)

Treating the linearly polarized coil with axis oriented in the y direction first, the amplitude

of the magnetic field far from the cylinder is required to be constant and oriented along y.

The general solution for Ez satisfying this constraint is

Ee
zy = jωhB1

(

eξ cos η +
∞∑

m=1

pme−mξ cos mη

)

, (A.22)

where B1 is the magnitude of the magnetic field far from the cylinder and the notation Ee
zy

refers to the z component of the electric field external to the cylinder due to a y polarized

coil.

Applying equation (A.14) to this solution leads to an expression for the radial and cir-

cumferential components of the magnetic field:

Be
ξy = B1G(ξ, η)

(

eξ sin η +
∞∑

m=1

mpme−mξ sin mη

)

(A.23)

Be
ηy = B1G(ξ, η)

(

eξ cos η −
∞∑

m=1

mpme−mξ cos mη

)

(A.24)

where

G(ξ, η) =
1

√
1
2
(cosh 2ξ − cos 2η)

. (A.25)

2The analysis of an elliptic cylinder is tractable without the assumption of quasi-static conditions outside

the cylinder. However for the cases considered, the effect on the solution within the cylinder is negligible.
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These solutions have the desired property that far from the cylinder the field is aligned with

the y axis. That is

limξ→∞Be
ξy = limξ→∞

B1e
ξ sin η

cosh ξ
= B1 sin η (A.26)

limξ→∞Be
ηy = limξ→∞

B1e
ξ cos η

cosh ξ
= B1 cos η . (A.27)

The general solutions with corresponding symmetry for the interior of the cylinder are

Ei
zy = jωhB1

∞∑

n=0

qnJen(h, ξ)Sen(h, η) (A.28)

Bi
ξy = −B1G(ξ, η)

∞∑

n=0

qnJen(h, ξ)Se′n(h, η) (A.29)

Bi
ηy = B1G(ξ, η)

∞∑

n=0

qnJe′n(h, ξ)Sen(h, η) (A.30)

where Jen are even radial Mathieu functions of the first kind. The radial functions of the

first kind have been chosen to satisfy the requirement that the magnetic field be continuous

across the cut in the coordinate system corresponding to ξ = 0.

It should be noted that, unlike the case of a cylinder with circular section, there is not a

one-to-one correspondence between the individual terms of the interior solution and the ex-

terior solution. The problem of matching the interior solutions at the boundary is overcome

by truncating the series solutions and solving for the coefficients numerically. Similarly,

the series expressions for the individual Mathieu functions are truncated to make numerical

evaluation tractable. In practice, the coefficients in these series drop off extremely rapidly

and the series can be accurately approximated by a small number of terms. Details of this

calculation are given in the appendix.

The solution for the linearly polarized coil oriented along x is similar. The expressions

for the electric and magnetic fields are

Ee
zx = −jωhB1

(

eξ sin η +
∞∑

m=1

pme−mξ sin mη

)

(A.31)
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Be
ξx = B1G(ξ, η)

(

eξ cos η +
∞∑

m=1

mpme−mξ cos mη

)

(A.32)

Be
ηx = −B1G(ξ, η)

(

eξ sin η −
∞∑

m=1

mpme−mξ sin mη

)

(A.33)

Ei
zx = −jωhB1

∞∑

n=0

qnJon(h, ξ)Son(h, η) (A.34)

Bi
ξx = B1G(ξ, η)

∞∑

n=0

qnJon(h, ξ)So′n(h, η) (A.35)

Bi
ηx = −B1G(ξ, η)

∞∑

n=0

qnJo′n(h, ξ)Son(h, η) (A.36)

and the coefficients pn and qm can be solved for in an analogous manner. It should be

noted that the MCNs for the odd Mathieu functions are not the same as those of the even

functions. As a result, the field patterns generated by the two orthogonal coils are not

related in a simple way.

Following the derivation in [47, 150], the individual linearly polarized fields can be

decomposed into two counter rotating fields, only one of which causes MR excitation.

That is

B = 1/2(Bξ + jBη)e
jα(ξ,η)

a
+ + 1/2(B∗

ξ + jB∗
η)e

jα(ξ,η)
a
− , (A.37)

where * denotes complex conjugate and a
± represent vectors rotating at angular frequency

w in the clockwise (-) and counterclockwise (+) directions. α(ξ, η) is the angle of rotation

between the (ξ̂, η̂) and (x̂, ŷ) coordinate systems, where

ejα(ξ,η) =
sinh ξ cos η + j cosh ξ sin η
√

1
2
(cosh 2ξ − cos 2η)

(A.38)

The convention that the a
+ component produces MR excitation is followed here.

A so-called circularly polarized excitation field is created by driving the linear coils

90◦ out of phase such that the two signal producing fields add constructively. However, in

general the field produced by a linearly polarized coil will vary in magnitude and direction

within the object such that the combined field from the two coils can have arbitrary elliptic
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polarization. This elliptically polarized field can be decomposed into a (+) rotating field

which causes the excitation and a typically weaker (-) rotating field that does not [150].

The orientation of this (+) rotating field with respect to the driving field can be interpreted

as a phase shift, which we refer to as a geometric phase shift.

In general, the individual field components will be complex to reflect the phase delays

caused by currents induced in the object. Geometric and inductive phase shifts combine to

determine the local phase of the excitation field within the object as follows:

B+ = 1/2(Bξx + jBηx − jBξy + Bηy)e
jα(ξ,η) . (A.39)

Note that since the ξ̂ and η̂ directions are orthogonal, the field components Bξ and Bη can

be interpreted as being 90◦ out of phase. While this derivation is based on two linearly po-

larized coils aligned with the x and y axes, equation (A.39) is general for any combination

of coils producing a circularly polarized field. Hence, it can used to predict the field pattern

of a birdcage coil or a pair of linearly polarized coils not aligned with the x and y axes.

The same solutions for the field components apply when orthogonal coils are used for

reception. However, the geometric phase shifts caused by reception cancel with those of the

excitation field [93] whereas the phase shifts due to induced currents accumulate. Hence,

the reception sensitivity is given by

R+ = R0/2(Bξx − jBηx + jBξy + Bηy)e
−jα(ξ,η) , (A.40)

where R0 is a scale factor reflecting the sensitivity of the coil.

A.2.2 Simulating spin echo images

Images produced by a spin echo sequence are simulated using the excitation fields and

reception sensitivity derived in the previous section. The signal measured for a spin echo
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pulse sequence, as shown in [47], is given by

S(ξ, η) = R+(ξ, η)SSE(ξ, η) (A.41)

SSE(ξ, η) = sin3

(

π

2

|B+|
Bm

)

exp(j arg(B+)) , (A.42)

where SSE is the emitted signal, S is the measured signal, and Bm is the nominal field

strength needed to produce a 90◦ flip-angle. This derivation neglects relaxation and as-

sumes complete recovery of the magnetization between repetitions. It also assumes that

the pulses are non-selective or so-called hard pulses.

We refine equation (A.42) by taking into account the variations in slice profile caused

by variations in excitation field strength. This is done by simulating frequency selective

RF pulses using the Bloch equations [10] across the range of frequencies corresponding to

a slice. The strength of the measured signal is proportional to the integral of the resulting

slice profile. This simulation was carried out for a range of field strengths to determine

the variations in signal intensity with field strength. A comparison of SSE for selective

and non-selective pulses is shown in Figure A.2. Equation (A.42) is a good approximation

for selective pulses except at the high B1 field strengths corresponding to severe intensity

non-uniformity.

In simulating a spin echo image, the factor Bm is arbitrary. Typically, an MRI machine

will calibrate Bm for each subject to maximize signal intensity.

A.2.3 Phantom studies

We constructed two plastic cylindrical containers with elliptic and circular cross sections

respectively to validate our model of intensity non-uniformity. The circular cylinder has

an inside diameter of 17.5cm, while the elliptic cylinder has major and minor diameters of

20cm and 15cm. Each cylinder was filled with various concentrations of NaCl solutions
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Figure A.2: Signal intensity versus B1 field strength for selective and non-selective pulses.

The results for selective pulses are based on simulation of a standard spin echo sequence

for a 1.5T Siemens Vision MRI machine, which uses numerically optimized pulse profiles.

made from deionized water.

The conductivity and permittivity of each solution was computed based on the concen-

tration of NaCl using data from [101]. The quantities of NaCl were 1.38g/L, 2.83g/L, and

58.2g/L, or roughly 24mM, 48mM, and 100mM, producing resistivities of 4.0Ωm, 2.0Ωm,

and 1.0Ωm respectively. These resistivities span the range typical of biological tissues [15]

at frequencies around 64MHz. At this frequency, the relative permittivity of water is essen-

tially unchanged from its D.C. value of εr = 80, which is comparable to that of brain [133]

at 64MHz. In addition to NaCl, a small quantity of MnCl2 was added to each solution to

bring its concentration to 97µM and reduce T1 relaxation times to approximately 910m-

s. Experiments using long repetition times (TR = 30s) showed no measurable change in

intensity non-uniformity after addition of MnCl2.

The cylinders were designed to have a length, 40cm, such that for transverse measure-

ments near the centre, the field patterns are essentially the same as for a cylinder of infinite
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length. This is true if the cylinder is longer than twice the skin depth for the medium [47]

and the region being considered is close enough to the centre to avoid variations caused by

dielectric resonance along the cylinder’s length. In practice, the former was found to be the

more restrictive criteria. The skin depth is given by δ =
√

2ρ/µω which corresponds to

between 6.3cm and 12.6cm for the given solutions.

For the experiments, the cylinders were aligned axially with the isocentre of the body

coil of a 1.5T Siemens Vision MRI scanner and scanned transversally using a B1 field

mapping sequence [151] as well as a standard spin echo sequence. All images are acquired

at 2mm in-plane resolution with 6mm thick slices. The spin echo sequence (TR/TE =

8 s/14 ms) had sufficiently short TE and long TR that relaxation can be neglected. The

field mapping sequence is a stimulated echo technique (90◦ − τe/2− 90◦ − τ1 − α− τ2 −

90◦ − τe/2 − acq. where τe/τ1/τ2/TR = 36ms/60ms/8ms/1s) which yields a series of

images whose intensities are related by

Si = a cos bαi . (A.43)

The parameters a and b are computed at each voxel by a non-linear least squares fit to the

flip angles αi and complex image values Si. Images were acquired at α = 0◦, 40◦, . . . , 400◦.

The resulting parameter map b is proportional to the excitation field strength, while the pa-

rameter map a is roughly proportional to spin density.

A.2.4 Comparing fields and images

The experimental data admits two types of comparisons with the theoretical model: a di-

rect comparison of the measured excitation field with that predicted, and a comparison of

the measured spin echo image with that simulated from the predicted excitation field and

reception sensitivity. Before any comparisons were made all of the measured data was first
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automatically registered [24, 25] with the spin density map of the corresponding simulat-

ed image by linear transformation. The effect of non-uniformity on the registration was

minimized by matching smoothed gradient images rather than the images themselves. The

measured field maps, which lack well defined object boundaries, were registered indirectly

by registering the a parameter map to the simulation then applying the same transformation

to the field map.

For quantitative comparison a common mask was defined for each pair of images within

which differences could be calculated. The mask was defined by automatically thresholding

each image based on its histogram [104], taking the intersection of the two masks, and

eroding it by 2mm. The standard of comparison we use is the rms difference between two

images computed within the common mask and expressed as a percentage of the mean

intensity in the simulated image.

In the case of comparisons involving simulated spin echo images there is the factor Bm

which remains uncertain. Since this factor is not readily determined for an experimental

measurement, a single factor Bm is chosen to minimize the rms difference between the

simulated and measured image.

A.3 Results

A.3.1 Variations in field strength

The resulting pattern of variations in image intensity can be understood by considering the

simpler pattern of variations that appear in the excitation field and reception sensitivity.

These in turn can be better understood by decomposing the circularly polarized field into

two orthogonal linear fields acting in quadrature. Consider the field patterns arising in

the elliptic and circular cylinders described earlier. We illustrate in Figure A.3 the case
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of a homogeneous medium having the properties: µ = µ0, εr = 80, and ρ = 2 Ωm.

Figures A.3a and A.3b show the two geometries, while Figures A.3c and A.3d show the

magnitude of the rotating excitation field B+ when driven by a coil whose nominal field

is oriented parallel to the minor axis of the ellipse. This linearly polarized coil produces

the expected “quadrapole” pattern with brighter intensities to the top-right and bottom-left.

The orientation of this diagonal pattern depends on the properties of the media as well as

the eccentricity of the cylinder section.

The corresponding magnitude contours for a coil producing a field oriented along the

major axis of the ellipse are shown for the two geometries in Figures A.3e and A.3f. In the

case of the circular section, the field pattern is rotated by ninety-degrees, while in the case

of the elliptic section the field pattern is rotated but is also more uniform. Each contour

in these plots is a five percent increment in field strength. Combining the two linearly

polarized cases, taking into account the ninety-degree phase difference, produces the field

patterns shown in Figures A.3g and A.3h. In the case of the circular section, the low

intensity regions of one coil cancel with the high intensity regions of the other to produce

a field that is axially symmetric and relatively uniform. In the case of the elliptic section

these regions do not fully cancel and some of the diagonal pattern remains. It is this lack of

cancellation that accounts for the diagonal pattern seen in MR images of eccentric objects.

It should be noted that since the fields are complex, combining the fields is not the same

as adding the two magnitude images. It is also of note that despite having similar volume

to the circular cylinder, the range of variation in field magnitude is greater in the elliptic

cylinder.
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Figure A.3: Magnitude contours of B+, the rotating component of the magnetic field re-

sulting in excitation. Each field is normalized to have a mean of 1.0 and contours are drawn

at 5% intervals. See text for explanation.
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A.3.2 Simulated spin echo images

Once the excitation field and reception sensitivity have been evaluated they can be used

to simulate an imaging sequence. A simulated spin echo image for an elliptic geometry

having the same properties as for Figure A.3 is shown in Figure A.4. Also shown are the

corresponding excitation field and reception sensitivity.

It should be noted that the pattern of non-uniformity in the spin echo image resembles

neither the excitation field nor the reception sensitivity. This is caused by the apparent

reversal of the excitation field to produce the sensitivity map. However, close inspection of

the phase images for the two cases reveals that the excitation field and reception sensitivity

maps differ by more than a reversal. In particular the geometric phase in the two cases is

opposite while the inductive phase lag, dominant in this medium, remains unchanged.

Due to the symmetry of the elliptic shape, the magnitude of the excitation and reception

sensitivity maps differ only by a reversal of the y axis. However, the resulting spin echo

image is not symmetric as reception sensitivity makes a stronger contribution to image

non-uniformity than does excitation field variation.

A.3.3 Pulse sequence sensitivity

To explain the relative contribution of excitation field and reception sensitivity variation

to image non-uniformity, consider a first order perturbation on the measured signal S =

Sm + δS caused by a perturbation B = Bm + δB to the B1 field strength and receiver

sensitivity. Substituting these expressions into equation (A.41) and treating the signal as

real leads to an expression for the sensitivity of a spin echo imaging sequence

Sm + δS

Sm
=

Bm + δB

Bm
sin3

(

π

2

Bm + δB

Bm

)

1 +
δS

Sm

=

(

1 +
δB

Bm

)

cos3

(

π

2

δB

Bm

)
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(a) (b) (c)

(d) (e) (f)

Figure A.4: Simulated spin echo images with nominal 90◦ and 180◦ flip-angles. Contours

are at 5% of mean intensity. (a) and (d): magnitude and phase respectively of the excitation

field B+. (b) and (e): magnitude and phase of the reception sensitivity R+. (c) and (f):

magnitude and phase of the resulting spin echo image.

1 +
δS

Sm
=

(

1 +
δB

Bm

)

︸ ︷︷ ︸

reception

(

1− 3π2

8

(

δB

Bm

)2

+ O

(

δB

Bm

)3 )

︸ ︷︷ ︸

excitation

(A.44)

δS

Sm
=

δB

Bm
− 3π2

8

(

δB

Bm

)2

+ O

(

δB

Bm

)3

(A.45)

This expression represents the fractional change in measured signal caused by a given frac-

tional variation in field magnitude and reception sensitivity.

It should be noted from equation (A.45) that, while the dependence on reception sen-

sitivity is first order, the dependence on excitation uniformity is second order. Hence, the

sequence is less sensitive to variations in the excitation field than variations in reception

sensitivity.
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The comparable expression for a gradient echo sequence which only involves a single

90◦ RF excitation and neglects relaxation effects is

δS

Sm
≈ δB

Bm
− π2

8

(

δB

Bm

)2

+ O

(

δB

Bm

)3

(A.46)

While the sensitivities of 90◦ gradient echo and 90◦–180◦ spin echo sequences differ only

in the second order terms, it should be noted that gradient echo sequences are commonly

used with lower flip-angles. For example, the expression for the sensitivity of a gradient

echo sequence with a 45◦ degree flip-angle is given by

δS

Sm

≈
(

1 +
π

4

)
δB

Bm

+
π

4

(

1− π

8

)(

δB

Bm

)2

+ O

(

δB

Bm

)3

(A.47)

which means that the sequence is 78% more sensitive to field variations than the other two.

A.3.4 Influence of media properties

In continuing to investigate the character of intensity non-uniformity, consider the effect

that the properties of the media have on the shape of the non-uniformity observed. Simulat-

ed images for a number of combinations of εr and ρ are shown in Figure A.5. Increasing the

resistivity of the media from its nominal value of 2 Ωm to 20 Ωm, as shown in Figure A.5a,

decreases the image uniformity by enhancing the signal in the centre of the cylinder. This

cup shaped intensity variation is normally attributed to standing wave effects. Decreasing

the resistivity to 0.5 Ωm, as shown in A.5b, reverses the cup shaped variation and produces

the strongest intensity in a rim at the edge. The reduced intensity at the centre is often

described as an RF penetration effect, caused by induced currents. Reducing the relative

permittivity to 40, as in A.5c, produces the most uniform image. This is consistent with

making the properties of the media more like the surrounding space. Increasing the rela-

tive permittivity to 160, a value larger than typically found in biological tissue, produces
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the wave like non-uniformity pattern shown in A.5d. This behaviour is consistent with the

reduced wavelength being smaller than the dimensions of the cylinder. To some extent, RF

penetration and standing wave effects are complementary in that one enhances the intensity

near the centre while the other diminishes it. The properties of biological tissue are such

that there is cancellation between the two effects, perhaps accounting for the better than

predicted uniformity of 1.5T MRI images.

(a) (b)

(c) (d)

Figure A.5: Simulated spin echo images of a cylinder with elliptic section for various

values of εr and ρ. (a) ρ = 20 Ωm and εr = 80. (b) ρ = 0.5 Ωm and εr = 80. (c) ρ = 2 Ωm

and εr = 40. (d) ρ = 2 Ωm and εr = 160.
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A.3.5 Comparison with phantom studies

Validation of our model for intensity non-uniformity is provided by comparing the predict-

ed results with experimental results obtained from flood phantoms. The excitation field

patterns were compared with direct measurements of the excitation field using the pulse

sequence described previously. As the reception sensitivity cannot be measured directly,

we evaluated our predictions indirectly through their impact on spin echo images.

Figure A.6 shows the excitation fields measured in the elliptic cylinder for each of

the three NaCl solutions. Also shown are the predicted field patterns and the differences

between the measured and predicted results. The prediction of a diagonal pattern of non-

uniformity is confirmed by these experiments. When the gray scale of the difference image

is expanded, it reveals minor and largely random differences between the measured and

predicted images. The accuracy of the results for the circular cylinder is essentially the

same.

The accuracy of the model at predicting the measured images was quantified by com-

puting the root-mean-square (rms) difference between the two. These results are given for

the two geometries and three NaCl solutions in Table A.1 along with the standard deviation

(SD) of the intensity in each image. Table A.1 shows that the SD, a measure of the severity

of the non-uniformity, increases with resistivity while the absolute accuracy of the model

remains constant.

Figure A.7 shows the measured and predicted spin echo images for the two geometries

and three solutions. The pattern of variations in these images is more complicated and the

variations are more severe owing to the contribution of the reception sensitivity. Note that

the orientation of the diagonal pattern in the elliptic case is reversed with respect to the

excitation field map.

The accuracy of the predicted spin echo images, quantified in terms of image SD and
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Figure A.6: Comparison of predicted and measured excitation fields B+ in an elliptic phan-

tom for three levels of resistivity. The normalized intensity scale for each image is 0.8 to 1.2

except for the difference images which are -0.05 to 0.05.

Table A.1: Summary of comparisons between simulated and measured excitation fields.

All values are expressed as a percentage of the mean intensity in the simulated image.

circular phantom elliptic phantom

1.0Ωm 2.0Ωm 4.0Ωm 1.0Ωm 2.0Ωm 4.0Ωm

SD of simulated field 2.02% 6.05% 7.43% 5.40% 6.59% 7.42%

SD of measured field 2.31% 5.17% 6.28% 5.49% 5.98% 6.84%

rms difference 1.37% 1.37% 1.61% 1.31% 1.21% 0.99%
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Figure A.7: Comparison of predicted and measured spin echo images for each level of

resistivity. The normalized intensity scale for each image is 0.8 to 1.2.

the rms difference between measured and predicted results, is given in Table A.2. The

accuracy of these results is slightly poorer than for the excitation fields; however, the non-

uniformity is also more severe. Hence, in relative terms the accuracy of the predicted spin

echo images is comparable to that for the excitation fields. As before, the absolute accuracy

of the results remains unchanged as the resistivity increases.
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Table A.2: Summary of comparisons between simulated and measured spin echo images.

All values are expressed as a percentage of the mean intensity in the simulated image.

circular phantom elliptic phantom

1.0Ωm 2.0Ωm 4.0Ωm 1.0Ωm 2.0Ωm 4.0Ωm

SD of simulated image 3.09% 7.65% 10.04% 4.68% 7.98% 10.85%

SD of measured image 3.19% 7.57% 10.39% 5.22% 8.04% 11.14%

rms difference 1.83% 1.65% 1.81% 2.25% 1.83% 2.01%

A.3.6 Field variations in the human head

As a final result, a transverse image of the excitation field was acquired for a human subject

using a circularly polarized body coil and the B1 field mapping sequence described in

section A.2.3. This image and a corresponding spin echo image (TE/TR = 14ms/500ms)

are shown in Figure A.8. The standard deviation of field intensity computed within a hand

drawn brain mask is 4.0%, comparable to that measured in the phantoms. Also note that,

while less pronounced, the field map shows a diagonal pattern of variation suggestive of

that observed in the elliptic phantom.

A.4 Discussion

Through an electrodynamic treatment of the MR excitation and reception process, it has

been shown that an elliptic geometry imaged using circularly polarized coils produces a

diagonal intensity non-uniformity pattern qualitatively similar to the quadrapole artifact

observed with linearly polarized coils. Although, one would expect the circularly symmet-
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(a) (b)

Figure A.8: A transverse spin echo image (a) and corresponding excitation field map (b)

for a human subject. The normalized intensity scale for the field map is 0.8 to 1.2.

ric pattern seen for circular objects to generalize to an elliptically symmetric pattern for

elliptic objects, decomposition of the circularly polarized field into two linearly polarized

fields acting in quadrature reveals a difference between the two cases. In particular, in the

circular case the two linear fields are mirror images of one another, whereas in the elliptic

case the two linear fields interact differently with the media leading to asymmetric intensity

variations that do not cancel in the combined field. Such asymmetry might be incorrectly

attributed to right-left hemisphere differences in a sensitive statistical analysis of neuro-

logical scans. In addition, an elliptic geometry excited by a circularly polarized field is

not equivalent to a circular geometry excited by an elliptically polarized field. The impact

that this asymmetry has on the intensity variations observed in typical images is further

complicated by the asymmetry between the excitation field and reception sensitivity for

conductive objects.

Inspection of the experimental results for the elliptic case would suggest that the recep-
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tion sensitivity is the mirror image of the excitation field pattern. However, the theoretical

results show a more subtle relationship. In particular, for conductive objects there is a dis-

tinction between the phase delays associated with induced currents and those inherent in

imaging the object in the absence of conductivity. The cancellation of the latter between

excitation and reception but not the former leads to the non-uniformity pattern in the spin

echo image being more complicated than either the excitation or receptions fields. An im-

plication of this result is that for arbitrarily shaped conductive objects, measurement of the

complex excitation field is not sufficient to predict the pattern of variations in the resulting

image.

While the difficulty of measuring both the excitation field and reception sensitivity has

motivated the development of a variety of data driven techniques for correcting for intensity

non-uniformity [28, 95, 100, 157, 139], none of these methods accurately account for the

underlying physics. The fact that a diagonal pattern of non-uniformity appeared in both the

scans of an elliptic phantom and a human head, suggests that one may predict the pattern of

variations without a detailed model of the particular subject. Such an approach to correcting

for non-uniformity would require numerical techniques to properly treat the 3D problem

and to account for the influence of the smaller coils typically used in head imaging.

The good agreement between the predicted and measured results suggests that most of

the non-uniformity is accounted for by the electromagnetic interactions described in the

model. This agreement is achieved in spite of making no explicit assumptions of a coil

producing the fields. While this is reasonable for a head sized object in a body coil, one

can expect that smaller coils such as a head coil would produce some variations caused by

their interaction with the object. However, in either case electromagnetic interaction with

the object is the primary cause of intensity non-uniformity and further improvements in the

uniformity of the unloaded coil will yield little improvement in uniformity.
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A.5 Conclusions

Intensity non-uniformity is largely caused by interaction of the subject with the excitation

field and reception sensitivity and will be present irrespective of the uniformity of the field

produced by the unloaded coil. While the magnitude of the artifact depends on the pulse se-

quence, its shape has been shown to depend on geometry as well the resistive and permittive

properties of the subject. In particular, an elliptic geometry is found to produce a diagonal

pattern of non-uniformity. Despite the similarity between this artifact and the quadrapole

artifact seen with linearly polarized coils, an elliptic geometry driven by a circularly polar-

ized field is not equivalent to a circular geometry driven by an elliptically polarized field.

While this fact prevents simple compensation for an elliptic geometry, the results of our

analysis can be used as a guide in developing methods to correct for this artifact.

A.6 Computing an approximate solution

The following is the appendix to the original manuscript.

Coefficients pm from equation (A.22) and qn from equation (A.28) are found by match-

ing the solutions for the interior and exterior of the cylinder as follows. Suppose that

Sen(h, η) and Se′n(h, η) are approximated as

Sen(h, η) =
M∑

m=0

rmn cos mη (A.48)

Se′n(h, η) = −
M∑

m=0

mrmn sin mη (A.49)

for n = 0 . . . N. Then the coefficients rmn can be taken as the terms of a matrix R. Similarly,

if the cylinder boundary is taken to be ξ = ξ0 then the following matrices are defined as

Q = [q0 q1 . . . qN ]T (A.50)
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P = [0 p1 . . . pM ]T (A.51)

J = diag (Je0(h, ξ0), Je1(h, ξ0), . . . , JeN(h, ξ0)) (A.52)

J ′ = diag (Je′0(h, ξ0), Je′1(h, ξ0), . . . , Je′N(h, ξ0)) (A.53)

X = diag(0, 1, 2, . . . , M) (A.54)

Y = diag
(

0, e−ξ0 , 2e−2ξ0 , . . . , Me−Mξ0
)

(A.55)

Z = [0 e−ξ0 0 0 . . . 0]T . (A.56)

where the notation diag(·) refers to a matrix with the given elements along its diagonal.

Equating the internal and external fields at the cylinder boundary leads to the following

matrix equations

Bi
ξy(ξ0, η) = Be

ξy(ξ0, η) ⇒ XRJQ = Z + Y P (A.57)

Bi
ηy(ξ0, η) = Be

ηy(ξ0, η) ⇒ RJ ′Q = Z − Y P (A.58)

which can be solved for the coefficients pm and qn as

Q = 2(RJ ′ + XRJ)−1Z (A.59)

P = Y −1(XRJQ− Z) . (A.60)
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